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Who we are
® DevOps Engineers - experts in software engineering and sys admin
® QE Ops - we build customer-like environments for testing products
® Central Cl - we manage all the Cl requirements for the testing env
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Principal Quality Engineer Manager QE Ops
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Introduction - Central Cl Environment

ﬁHCS

OpenStack

Cl Message Bus

> Jenkins Master:

Logstash

Code Review

OpenShift

Satellite

Code Quality
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Enterprise solution for multiple teams

ﬁ HCS \

RHEW
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[ Code Review ]
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Satellite Capsules per location
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RHCS Components

- Harmonious Conjunction
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Agenda

® The What and How of CI
® RHCS Components Role
O Added value of each component

O Satellite Configuration Management

O RHEV VM vs OpenStack Instance vs OpenShift
Container

O Integration with Jenkins, Gerrit, Logstash, ...

O High level management and reporting with
CloudForms

® Summary
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® Multi-user
® Continuous
® |[ntegrated
® Automated

What is CI?
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Why do we need CI?

wdd e e ‘

Prevent broken builds Early detection of bugs Continuous quality monitoring

Increase SW
development process
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Cl Workflow i i i i
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‘ Cl Message Bus ‘
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Cl Infrastructure

Legend

" Runon | Runon || Runon |
 OpenShift | RHEV-M 'RHOS

. DocGen 47

. ShipShift «—

SonarQube

Jenkins Job

. Builder

[ Red Hat Satellite

CLOUDFORMS.

by Red Hat"Cloud

‘ redhat

Nodepool

Cl
| provisioner |

Red Hat
Openstack

OpenShift

Beaker

AWS
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Cl Goals

® Continuous quality analysis
® Automatic provisioning

® Configuration management
® Centralized reporting
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Continuous Quality Analysis

Overview  Components  Issues
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Automatic Provisioning

® Reduces provision time and human errors
® Reduces non test related errors
® Allows investing more time on development

# Example comment: foreman.example.conm

ng en_US
are automatic. Keep t

ceymap seen true
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Centralized Logging

® Detection of anomalous activity

® Simplify log analysis and correlation tasks
® Display trends, graphs and data tables

® Fast deployment

® Jenkins integration

® Containerized

® Scalable
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Centralized Logg

In

Gount

300,000

Time +

March 17th 2016, 09:42:25.260

March 17th 2016, 09:42:25.250

March 17th 2016, 08:32:09.039

March 17th 2016, 08:32:09.038

March 17th 2016, 08:32:04.960

March 17th 2016, 08:32:04.957

March 17th 2016, 08:32:03.011

March 17th 2016, 08:32:03.011

March 17th 2016, 08:32:01.229

Central-Cl Prod Logs

»

»

Time ~

March 17th 2016, 11:41:50.020

March 17th 2016, 11:41:49.834

Gentral-Gl Prod - Logs w/ Hostname over Time

03-10 02:00 2

hostname

thae-bare-otrl-2 localdomain

rhae-bare-cirl-2 localdomain

rhqe-bare-cirl-1.localdomain

rhqe-bare-ctrl-1.localdomain

thae-bare-ctrl-1.localdomain

thae-bare-ctrl-1.localdomain

thae-bare-otrl-1.localdomain

rhe-bare-cirl-1.localdomain

rhqe-bare-ctri-1.localdomain

-11.02:00

2016-03-12 02:00

Central-Cl Prod Logs - Kemnel Warnings & Errors (no unhandled *msr)

tags
central-ci central-ci-prod OSP7

central-ci central-ci-prod OSP7

central-ci central-ci-pred OSP7

central-ci central-ci-prod OSP7

central-ci central-ci-prod OSPT

central-ci central-ci-prod OSPT

central-ci central-ci-prod OSP7

central-ci central-ci-prod OSP7

central-ci central-ci-prod OSP7

hostname tags level
rhge-bare-ctri-1.loca central-ci central- info
Idomain ci-prod OSP7
thae-bare-ctrl-1 loca central-cl eantral- info

Idomain

ci-prod OSPT

2016-03-13

@nmesmmpper: hours

level

waming

waming

waming

waming

waming

waming

waming

waming

waming

i 2

rsyslog.programname

haproxy

haproxy

~

3

rsyslog.programname

kemel

kemel

kernel

kermel

kemel

kemel

kemel

kemel

kernel

3 4

5

10

23420

23420

20 2016-03-17 02:00

message

nif_conntrack: falling back to vmalloc.
ni_connirack: falling back to vmalloc.
nf_gonntrack: falling back to vmalloc.
nf_conntrack: falling back to vmalloc.
nif_conntrack: falling back to vmalloc.
nif_conntrack: falling back to vmalloc.
nif_conntrack: falling back to vmalloc.
ni_connirack: falling back to vmalloc.

nf_conntrack: falling back to vmalloc.

message

Connect from 172.16.104.22:48530 10 172.16.104.11:9696 (neulron/TCP)

Connect from 172.16.104.34:42305 1o 172.16.104.11:9696 (neutron/TCP)

S x

Legend ©
® rhae-bare-ctrl-1 Joca

@ rhge-bare-ctrl-2.Joca...
@ rhge-bare-ctrl-0.loca. .|

@ rhae-bare-cmpt-5.10....
® rhqe-bare-cmpt-19....
® thae-bare-cmpt-7.lo...
® rhae-bare-cmpt-10....
® rhe-bare-cmpt-9.10...
® thqe-bare-cmptG.lo...
® rhae-bare-cmpt-13....
® rhe-bare-cmpt-0.10...

Count

Gentral-Cl Prod - Logs by Level, then Hostname, then Program N

Central-Cl Prod - Logs w/ Level over Time

350,000

03-11 02:00 2016-03-14 02:00
@timestamp per 3 hours

A~

Central-Cl Prod - Logs w/ Program Name over Time

®info
@ warning

®er

® notiez

® debug

@ rhqe-bare-ctr-1.Joca...

i

S x

Legend ©

@ rhge-bare-ctri-2.loca....
® rhge-bare-ctri-0.loca...
® e bare-cmpt-16....
@ age-bare-cmpt-0.o...
® mae-bare-cmpt-19.1... [7]

£ x
Legend ©
®info
@ warning

®er
® notice
@ debug

£ x
Legend ©
® snmpd
@ haproxy
@ os-collect-config
®su
@ systemd
@ objectserver
® kemel
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How we do it -
RHCS Components




RHEVM

System
Expand Al Collapse All
v @ System
v BiData centers
v Ecentralcw-cs-inira
» @ Storage
b S Networks
Templates
> QC\usters
v EFRHEV-CI
» [3 storage
B S Networks
Templates
» ([Jclusters
AdExternal Providers
LaEmata

& Guest Information

Mew Vi

[ B N SN N I A N A AR |

bDDDDD

bDDDDDDOD

&

Import

Hame
afedoret-jenkins-..
aos-devel-jenkins
aos-ostree
api-ge-jenkins
artifactory
atomic-e2e-jenking
baseos-jenkins
base-polarion
hastion

hek-dir
beaker-jenkins
higdataci-jenkins
brms-jenkins
bxms-ge-jenkins

capsule

Comment

clone fro..

Owned b..

Owned b..

395540 -

Host

hvo3
hw0g
w08
hvog
a7
w05
w09
hvol
a7
w05

o7
hvo4
o7

IP Address

10.8.63.85
10.8.63.144
10.8 6372
10.8.63.24
10.8.63.54
10.8 63 42

10.8 63 81

10.8.63.14
10.8.63.70
10.8 63174

FQDN

aos-devel-jenkin...

aos-ostree.rhev-...

api-ge-jenkins.rh

artifactory.rev-ci..

atomic-e2e-jenki. ..

baseos-jenkins.r

beaker-jenkins.r

kie-jenkins.rhev-...

bxms-ge-jenkins. ..

capsule rhey-ci-v

Cluster
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
Folarion
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI
RHEV-CI

Data Center
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI
RHEW-CI

Memory CPU

AR L

-

ARRARRRRRES

-

AN

111

Graphics
Mane
SPICE
SPICE
SPICE
SPICE
SPICE
SPICE
SPICE
SPICE
SPICE
SPICE
Mane
SPICE
SPICE
SPICE

Status
Down
Up
Up
Up
Up
Up
Up
Up
Up
Up
Up
Down
Up
Up
up

Uptime

146 days
263 days
104 days
525 days
275 days
578 days
150 days
37 days

390 days

98 days

284 days
335 days

9 days

® Centralized virtual infrastructure management (e.g hosts, VMs, networking, storage, templates)

® Providing mechanism for VMs high availability
® Delivering leading performance and scalability for virtual machines on a stable and secure platform
® Running crucial Cl services such as Jenkins, ELK, CFME, etc
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RHEVM - Permanent services (Jenkins, Satellite, Gerrit, ELK
stack, SonarQube, ...)

sonarqube 4

CLOUDFORMS.

by Red Hat"Cloud
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RED HAT ENTERPRISE VIRTUALIZATION

@ High availability

@ Live migration

@ Storage live migration

@ Live snapshots

@ Load balancing

@ Power saving

@ Hot plug disk and network

v Storage on local disk, FC, iSCSI, NFS, Red Hat
Storage Server, IBM GPFS, Posix or Direct LUN

@ Self service portal with quotas
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RHEVM - Reporting

Hosts CPU Usage Hosts Memory Usage
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Satellite

RED HAT SATELLITE 6

FOREMAN

® New modern design, cutting-edge open source software
® Designed for software life cycle (SLC) management
® Bare metal, virtual machine (VM), and cloud deployment
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Satellite 6
Architecture

Red Hat Content

Red Hat Satellite 6

Locations

TLV

Organizations

Phoenix

TLV Phoenix BRNO
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Satellite - Application Lifecycle Management

ORGANIZATION 1

Operator

VERSION 2 VERSION 2

1l
i
]
1
v
VERSION N VERSION N VERSION 2

A

Eil Bl 511
Content Composite Composite Composite Composite

View 1 Content Content Content Content
View 2 View 2 View 2 View 2

RED HAT SATELLITE
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Satellite - Provisioning

Custom
Custom w Repositories

Capsule

® @

lé

?l Provision
-1

Configuration

S

W

S

Release
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® Pluginable

g
® Supports various source control management tools e
® Supports various script languages and common tools

® Allows triggered builds

Jenkins

Source Code Management

None
@® Git
Repositories

Repository URL

Credentials

Execute shell

|i:;|

Command # Prepare the zone files

mkdir -p "S$WORKSPACE"/chroot/zones

# lint them
gdnsd -d "SWORKSPACE"

See the list of available environment variables

authdns-gen-zones "$WORKSPACE"/templates

"$WORKSPACE" /chroot/zones

Delete

Build the sudo maslcilest: Basic Test:
v running from o
images for repo with running from
installation preinstalled libs setup.py install
19s 1min 50s 1min 40s
1min 34s
failed)
Dec 22 g
=2 ‘ © 178 1min 54s
13:00
failed
#32 Y
Peciz2 ‘ © 155 1min 35s 1min 38s
12:33

https/github.com/jenkinscifjenkins

- none - j &= Add

Advanced...

Add Repository
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Jenkins - Workflow - Triggers

" Build other projects

Projects to build sonar-report-pylarion

Trigger only if build is stable

Gerrit

Trigger even if the build is unstable

.""-_ ;"‘:-H
@- L gate-pylarion-ier-1

) Trigger even if the build fails

|
+ +

Code-Review +2 |aime Flynn

-
Q- gate-pylarion-tier-1-tox

+1 Boaz Shuster Wasyl Kaigorodov

Werified +1 Alexander Braverman Masis Cl OPs Jenkins

e
0 ©.2\ gate-pylarion-tier-1
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Jenkins - Workflow - Cl Message Bus

® Expands trigger capabilities
® Allows passing additional information for smart triggering

® Allows customizing Jenkins triggers
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Jenkins - Workflow - Plugins

® Jenkins functionality extended via plugins
® For example, Cl message bus is a Jenkins plugin
® New plugins could be added according to requirements
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Jenkins - Workflow - Jenkins nodes (slaves)

® Jenkins nodes are used for Jenkins builds

® \/M, bare metal and containers could be used as Jenkins nodes
® Jenkins nodes connected to Jenkins master

® Accessible by Jenkins plugins and Jenkins master
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Jenkins - Workflow - Tools

® Jenkins Job Builder:
o Allows us to maintain Jenkins Jobs in YAML format
o Fast deployment of jobs
® Nodepool:
o Key part of Openstack ClI infra.
o Allows Jenkins nodes lifecycle management
® CI provisioner:
o Test bed provision/teardown

o Allows provision of complex topologies that contain bare
metal, vm from various providers, containers
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Cloud Implementation

Openstack/OpenShift '
N Y\




OpenStack

MONITORING DATA PROCESSING ORCHESTRATION SHARED DEPLOYMENT
SERVICES AND
MANAGEMENT
%’ IDENTITY
CEILOMETER SAHARA HEAT é @
KEYSTONE TRIPLEO
COMPUTE STORAGE NETWORKING BARE METAL (DIRECTOR)
Block storage Image storage Object storage PROVISIONING DASHBOARD

o

NOVA CINDER GLANCE SWIFT

NEUTRON IRONIC HORIZON

RED HAT ENTERPRISE LINUX

. Technology Preview
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OpenStack - Tenant per team

Overview Instances Volumes Images Access & Seourity

Limit Summary

Instances VCPUs RAM
Used 5of 10 Used 20 of 20 Used 40GE of 50GE
Volumes Volume Storage
Used 3 of 10 Used 180GE of 1000GB

Usage Summary

Select a period of time to query its usage:

From: = 2016-05-01 T 2016-05-10 mThE date shoukd be in YYYY-mm-cid format.

Active Instances: 5 Active RAM: 40GE This Period’s VCPU-Hours: 4021.56 This Period's GB-Hours: 100539.03 This Period's RAM-Hours: 8236156.99

Usage

Instance Name VCPUs Disk
Windows2012 4 100GB
Win12R2PostSP 4 100GB
Win12R2PostC 4 100GE
win12R21est2 4 100GB
Mike-Deploy-test 4 100GE

Displaying 5 ilems

Floating IPs
Allocated 16 of 50

Time since created
1 month, 1 week

6 days, 11 hours
6Gdays, 11 hours

6 days, 9 hours

2days, 2hours

Security Groups
Used 1 of 50

& Download CSV Summary
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OpenStack - Zones
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OpenStack - Jenkins slaves

Image Labels
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OpenStack - Virtualized Test Resources

wltmtors ety et ettty T

rootaubuntu seruer 4 [3E_ger_upgrade

Reading package lists

Reading state information.

The following packages nave been kept back
Linux-headers-server linux-inage-server linux-server

The Following packages will be

apport python-apport. python-ey

serverbackup-se
7 upgraded, o neu]y )nstx]]eﬂ
Need to get 93.1 HB of archi

After this operation, 18.4 Wb of additional disk space will be used.

Do you uant o continue [¥/n]?
htty

upgraded:

0 o renove and 3 not upgraded.

ng python-problen-report serverbackup-console serverbackup-datacenter-console

7/repo.risoft.con/apt/ stable/main serverbackup-console andéh 5.0.2 [91.8 MB]
ter 2 netp: //us ar cmue ubuntu.con/ubuntu/ precise-updates/main python-problen-report all 2.8.1- Jubuntuts [q 796 B]

=

Windows Server 2012 R2 Datacenter Preview,
Evaluation copy. Build 9431
123790

172013

64 5.0.2 [1,620 kB]

d.)
-/python-problen-report_2.0.1-0ubuntu15_all.deb) .. |

[-apport_2.0.1-0ubuntu15_a11.den)

oubuntu15_all.deb) .

on-teyring_0.9.2-0ubuntuo.12.04.2_all.deb) ...

[kup-console_5.0.2_andéx.deb)
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OpenStack - Image Management
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OpenShift

IT’S THE OPENSHIFT
SOLUTION

DEVOPS
OPENSHIFT

by Red Hat®

MICROSERVICES

CONTAINERS

Galia el el

amazon ) Google EF Mfggsrgft

webservices™
Public

CLOUD

Private Virtualized Bare Metal
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OpenShift - Containers
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OpenShift - Lightweight disposable tasks
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OpenShift - Lightweight disposable tasks - Doc Gen
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OpenShift - Lightweight disposable tasks - Unit Testing

e

Guus, the app is
broken, what the nell
did you do?!

Wait a minute, where
are wour unit tests?

Okay let me put
\__this code live

" No need for , | have
something much better

So there
a bug!

Taken from CommitStrip (strip)

CommitStrip.com

‘ redhat.
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http://www.commitstrip.com/
http://www.commitstrip.com/en/2013/10/11/mieux-et-moins-cher-que-les-tests-unitaires/

ShipShift / Logstash

#redhat #rhsummit ‘ redhat



Container Management
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Cloud Management
CloudForms




CloudForms - Unified Management

RED HAT'

Q\

C I—O U D FO R M S DISCOVERY  CAPACITY

RED HAT'

SATELLITE

PROVISIONING SUBSCRIPTION
MANAGEMENT

&

CONFIGURATION SOFTWARE
MANAGEMENT MANAGEMENT

PLANNING

RED HAT'
ENTERPRISE
VIRTUALIZATION

TRADITIONAL APPLICATION

il B oo % B P

REPORTING AUDITING ANALYSIS  MONITORING ORCHESTRATION POLICY CHARGEBACK

COMPLIANCE

RED HAT
ENTERPRISE LINUX
OPENSTACK  PLATFORM

CLOUD ENABLED APPLICATION

PRIVATE CLOUD

HYBRID CLOUD

amazon.com

web services

VM — VM + VM — VM

all

TRADITIONAL AND CLOUD
ENABLED APPLICATION
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CloudForms - Reporting

Vendor and Guest OS5 Chart Workload by Provider

H VMware vCenter M Red Hat Enterprise...
B Unknown ¥ Red Hat Enterprise... i Workload B Microsoft System C... B OpenStack
B Debian GNU/Linux 4... H other B Amazon EC2 W Azure
B other_linux B Red Hat Enterprise...
rhel_B rhel_Tx6d4
[l Red Hat Enterprise... B4-bit edition of ...
H Other

Updated 12/

Top CPU C
o Top CPU Consumers (Last Hour)
2 VM Name CPU UsageAllocated vCPUsVM Vendor
DemoMaster 4.6% AMware
‘ ‘ Analytics VM 3.7% 2Mware
gkl
vg:mn cf31_AWS_testbed 2.9% AvMware
Updated 12/18/1500:00 | Mext 1 UIVM 2.9% 2VMware
ViMware vCenter Server Appliance 2.1% 2Mware
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CloudForms - Automation

it @ ManagelQ (Locked) =

Domain =

v = Cloud
» B Orchestration < Namespace =
v &= vm

» &5 Lifecycle < Cl

ass &

o @ ManagelQ (Locked)
> = Cloud

¥ e Orchestration
v = VM

> Lifecycle

Repositories PXE Requests

f:a Lifecycle v

== Provision VMs D

H
» I Operations ¥ e Operations
B B Provisioning i B Provisioning
» & Email P @ Email
P £ Naming > Naming
v Er‘ Placement ¥ @& Placement ]
t. default <] = default :
» best_fit_amazon P best fit_amazon cloudforms0s o SEE ol
: [Method | e '
best_fit_openstack < Method = @ best_fit_openstack , .
Bty | — W best fi_op 25 PXE Requests Configuration Managemen
r TR ™ Li o itori
' Policy iy Lifecycle B Monitoring ~

srv010"

w10

C&j Retire this VM )

Configuration Management

srsvesineric

28 Clane this VM

@& Set Retirement Date
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System ! Mew VN Import  Edit Fer I~ Export Creare Snapshot Change CD  Assign Tags
Expand Al Collapse Al =4 Name Comment  Host IP Address FQDN Cluster Data Center Memory CPU Hetwork Graphics  Status Uptime
v @ System v e afedoret-jenkins-... RHEV-CI RHEV-CI 0% 0% 0% Mone Down
A J EData Centers 4 g=  aos-devel-jenkins  clone fro... hwv03 10.8.63.85 aos-devel-jenkin... RHEWV-CI RHEV-CI _‘4% _‘D% _‘El% SPICE Up 146 days
v [B centralci-os-infra 4. g aos-osiree Owned b hwo3 10.8.63.144 aos-ostree rhey- RHEV-CI RHEV-CI __ L% _.D% _.'Z'% SPICE Up 263 days
» Storage 4 @ api-ge-jenkins hwi8 10.8.63.72 api-ge-jenkins rh RHEWV-CI RHEV-CI —% | 0% | 0% SPICE Up 104 days
> S Metworks 4 @ artifactory hvos 10.8.63.24 artifactory.rhev-ci... RHEWV-CI RHEV-CI __22% _‘D% _‘El% SPICE Up 525 days
Templates & g=  atomic-eZe-jenkins Owned h... w07 10.8.63.54 atomic-e2e-jenki... RHEWV-CI RHEV-CI —H0% _‘1% _‘El% SPICE Up 275 days
» Q]Clusters & @ baseosenkins hwi5 10.8.63.42 baseos-jenkins.r RHEWV-CI RHEV-CI —o% | _ 2% | ___ % SPICE Up 578 days
v ERHEV-CI 4. @= hase-polarion hwog Polarion RHEV-CI _‘EI% _‘D% _‘El% SPICE Up 150 days
»> Storage o @l bastion hwil RHEWV-CI RHEV-CI _‘EI% _‘D% _‘El% SPICE Up 37 days
b S Metworks A @ bekedin hva? RHEV-CI RHEV-CI _‘EI% _ﬁ_‘z% _‘El% SPICE Up 390 days
Templates & g beaker-jenkins hwi5 10.8.63.81 beaker-jenkins.r RHEW- 1 —2e% | __ 0% 0% SPICE Up 98 days
» (Jcusters ¥ e higdataci-jenkins 395540 -.. A 1 0% 0% 0% Mo \
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