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“We” need monitoring today - RHCS 2.x and RHCS 3.x

So many ceph counters, not enough time...confusion

How to better enable Operations;
● Which metrics make the most sense to monitor
● Which metrics benefit from graphs/charts
● What are the common operation workflows

THE MONITORING CHALLENGE



MONITORING STRATEGY

● Build on ‘best of breed’

● Use meaningful visualizations 

● Combine Ceph and OS level metrics

● Support near real time analytics

● Identify key metrics

● Deliver a simple deployment with Ansible

● Flexibility to extend!

...and above all, don’t reinvent the wheel!



SOLUTION OVERVIEW

dashboards

admin

Common to RH Storage Console and cephmetrics

cephmetrics plugin/modules

Best of breed Off-the-Shelf Visualization

metrics



COLLECTORS

mon admin_socket perf dump
ceph health
ceph df 
ceph osd pool stats

Monitor stats and cluster health and client side performance 
metrics
Health events with triggers

osd admin_socket perf dump
/proc/diskstats

Per OSD latencies for backing device and journals
OS level latencies and performance per device with cluster 
level aggregation

rgw admin_socket perf dump RGW object operations and latency overview, by host 
Aggregated across all hosts

iSCSI LIO via python rtslib_fb Overview metrics (IOPS/Throughpout) and configuration
(client count, LUNs/capacity exported)
Per client IOPS/throughput, with drill-down to each LUN



THE AT-A-GLANCE DASHBOARD



DASHBOARD RELATIONSHIPS



DEMO



FEATURE SUMMARY
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ROADMAP



WHAT’S NEXT?

Planned Changes

● Ceph metrics from ceph-mgr daemon
● iSCSI metrics from gateway daemons
● Data stored in prometheus
● Operational focus
● Adoption of new Grafana features
● Prometheus node exporter
● New dashboard feature embeds 

Grafana

Benefits

✓ Ceph & iSCSI metrics without ‘agents’
✓ Reduction in monitor host requirements
✓ Support for containerized Ceph 
✓ Grafana v5 simplifies deployment
✓ No host configuration for the node exporter
✓ Node exporter delivers visibility of OS 

metrics
✓ Time series graphs inside the Ceph element 

manager (dashboard v2)



QUESTIONS



THANK YOU
plus.google.com/+RedHat

linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat
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[ceph-grafana]
cephmetrics.front.sepia.ceph.com

DEPLOYMENT OVERVIEW



ADDITIONAL MATERIAL



 <Plugin ceph>
    LongRunAvgLatency false
    ConvertSpecialMetricTypes true
    <Daemon "osd.0">
      SocketPath "/var/run/ceph/ceph-osd.0.asok"
    </Daemon>
    <Daemon "osd.1">
      SocketPath "/var/run/ceph/ceph-osd.1.asok"
    </Daemon>
    <Daemon "mon.a">
      SocketPath "/var/run/ceph/ceph-mon.ceph1.asok"
    </Daemon>
    <Daemon "mds.a">
      SocketPath "/var/run/ceph/ceph-mds.ceph1.asok"
    </Daemon>
  </Plugin>

 <Plugin python>
    ModulePath "/usr/lib64/collectd/python-plugins"

    LogTraces true
    Import "cephmetrics"
    <Module cephmetrics>
        ClusterName "ceph"
        EventURL "http://graphite.test.lab/events/"
    </Module>
</Plugin>

COMPARING COLLECTD PLUGINS
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 http://docs.grafana.org/alerting/notifications/ 

SUPPORTED ALERT TARGETS

http://docs.grafana.org/alerting/notifications/


CUSTOMIZATION INSTRUCTIONS
To make a copy of this deck for your use, go to "File" > "Make a copy" > and save 
to your own Google Drive.

PRESENTATION RESOURCES
For help getting started with presentations, check out the official Red Hat 
Presentation Guide. 

NEED HELP?
If you have any questions about your session content or using the speaker portal, 
contact presenters@redhat.com.

http://brand.redhat.com/applications/presentations/
http://brand.redhat.com/applications/presentations/
mailto:presenters@redhat.com
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