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avaloq

A software A company
« Core banking software, « 2200 employees
digital banking and (including 700 developers)
digital wealth management « Service centers in Switzerland,
used by 150 banks Germany and Singapore
* '(')ffered "gs f service" and « Development in Switzerland, UK,
on premise Philippines
WBARCIAYS Q &BT M\m“’m
®BDBS Deutsche Bank W s HSBC <»

@ (@ Maybank RAIFFEISEN — R
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Why are we here?
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Our story

 OpenShiftis a great product

« But challenging to implement in an enterprise / financial
industries environment

 Present the challenges we faced and some decisions we took

And: Don’t expect us to sell our products or services!
But: We are always looking for good developers:)

#avaloq #redhat #rhsummit



Adapt to changed requirements

organizational scalability
Future? ﬂr]tech gopsistency

innovation

modular adoptlon Securlty Q) accessto talents
regulatory investment protection O UXdata quality

short time to marketz

accessto O
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Avalog’s open banking architecture

Browser-based / mobile Uls / Fintech |

% RESTAPIs

The platform to efficiently
: and effectively develop and
g Scalable low-latency read caches Operate great bankinq

— - functionality.

o8 Business logic / Customization

#avaloq #redhat #rhsummit



Container platform

RED HAT

OPENSHIFT

#avaloq #redhat #rhsummit



Transformation in ecosystems
Why we think this case is interesting

It’s all about the
application!

Boosting customer
success with modernized
applications and by
enabling new DevOps
methodology.

#avaloq #redhat #rhsummit
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Standardize and
open up!

Because solving complex
business problems with
complex software on a
complex IT stack won’t

scale well...

o9
()

Ecosystem Who are you going
Collaboration! to call?
ISV, Service Provider, Embedded Model allows
Technology Partner and Avalog ownership of
System Integrator customer support
collaborating for joined experience with Red Hat
customers. in the back.



Challenges

virus
backdoor hackers

nalanumnssnnn“nngfacement -

icé
corpora

1UAIDU

Ez’ NONYMOUS fnancial institutions =
szcyher securityss
== semmentModern warfares s
= social engineeriny tinet —H
OpenShift is a technical requirement Financial Requlations / Security
* Investment in implementing and « Protecting Client Identifvina Dat
supporting the Avalog Container ro. ec |ng. ent fdent! yln.g ata
Platform « Swiss banking rules are strict - there

* Client uncertainty poses open Is no easy way to do "DevOps”
questions (from design, security, to « Service provider and software
high effort estimation and budget) builder for banks (not a bank)

#avaloq #redhat #rhsummit 10



Shift of responsibilities

“Dev” and “Ops” in two separate companies

£

Build trust

Focus on security,
enable
transparency and
communication

#avaloq #redhat #rhsummit

Collaboration

Involvement and
contribution

M O

Designed for
operations

New responsibilities
for all parties

&

-

Reuse

And avoid re-
inventing the wheel



Build Trust: Security

#avalog #redhat #rhsummit



Secure container images

FROM docker.io/centos
ENV privatekey myprivatekey.pem

CMD while true; do sleep 1; done

#avaloq #redhat #rhsummit
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Security pipeline

X securityPipeline < 777 >

@ 8s Mo changes
(@ & hours ago Started by remote host 10.130.30.9

Reporting-only Reporting-only Blocking Avalog
Start Preparation Scan Blocking Scan Publish Avalog checks checks Sign End

Blacking Scan - 7s @ Restart Blocking S

ith a non-root user

high

#avaloq #redhat #rhsummit
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Secure container images

2 No trusted Avaloq Base Image

FROM docker.io/centos

ENV privatekey myprivatekey.pem ——3 Credentials in environment variables
CMD while true; do sleep 1; done

\ No unprivileged user specified

#avaloq #redhat #rhsummit 15



Security quidelines and best practices

SEC- Guidelines for handling secrets / credentials inside containers Development /
51 UAT/
« A container / pod accesses credentials using a dedicated "secret” object. Production
+ Secrets have to be stored encrypted.
« Secrets have to be transmitted encrypted from the "vault” to the container. v (yes)
« Access to the secrets has to be "access controlled" and "revocable” Cluster
« Secrets must not be available as Environmental Variables (risk of being Iogged)l Admin
+« HIGHLY RECOMMENDED: Access to secrets has to be audit logged | (yes)
SEC- I Prevent Root Processes inside Containers / Prevent Privileged Containers I Development /
09 UAT /
« Containers / pods are executed with the restricted SCC by default. .
Production

Domain

Container Images and Build File

#avaloq #redhat #rhsummit

Best Practices

Ensure a user for the container has been created (Either manually or automatically by Openshift)
Ensure that containers use trusted base images

Ensure unnecessary packages are not nsaned in the container

Ensure images are scanned and rebuilt to include security patches

Ensure Content trust for Docker is Enabled (https://docs.docker.com/engine/security/trust/content_|
Ensure setuid and setgid permissions are removed in the images

Ensure secrets are not stored in Dockerfiles

Ensure verified packages only are installed

Setuid and Setgid binaries should also be removed from images. lessening the chance of privilege
Container processes run as non-privileged USER

16



Security pipeline

v securityPipeline < 778 > Pipeline Changes

Branch: — @ 18s No changes
Commit: — © 6 hours ago Started by remote host 10.130.30.9

Reporting-only Reporting-only Blocking Avalog
Start Preparation Scan Blocking Scan Publish Awvalog checks checks f;lg End

G e o8

Sign - 2s @ Restart Sign E i

» Print Message =1s

#avaloq #redhat #rhsummit 17



Approved container images

Periodic rescanning of

all images
. Security Signed |
@ @
Developer * Vulnerability Scanning
follow best practices » Compliance Checks

Service Center

/ Customers

Signature validation on
OpenShift Nodes

#avaloq #redhat #rhsummit
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What cluster setup do | need?

#avalog #redhat #rhsummit



Does this fit into a secure 3-tiered network?
"It depends ..."

Reference Physical vs. Logical Node Placement Lock down
Archi r r ion

chitectures Seg egat 0 Where to put Masters, Will additional firewalls
PCI-DSS Reference “|s SDN secure enough?” Routers and Workers? lead to more security?

Architecture Physical node per tenant? One cluster per network Blog Post on Security
Ten Layers of Container ) zone is more secure - but Zone Coexistence
Security Can De:aarrr:(ej EILos(zerrLl?n in the way more expensive... Approach
OpenShift Docs ' Everything in one zone to

reduce complexity?

#avaloq #redhat #rhsummit 20


https://www.redhat.com/en/resources/openshift-pci-product-applicability-guide-datasheet
https://go.redhat.com/container-security-20181012
https://docs.openshift.com/container-platform/3.11/security/network_security.html
https://blog.openshift.com/openshift-and-network-security-zones-coexistence-approaches/

OpenShift reference architecture

| Considered the reference
1 for the implementation
[,,‘. 2! -
N — "It is not enough" to fulfill
e L —— security requirements
= x'_‘_;‘ ti‘." = = Keep compatibility, avoid

major customizations

#avaloq #redhat #rhsummit 21



Different placement options

OpenShift allows flexible placement of nodes in different zones

Network Zone A . OpensShift Network Zone A OCP Zone A ocpP
—) e I:> Froute control plane
infra nodes
I N Route |:> Routed
@ node ®
¢ Eﬂ"‘“ @ ® <::| Foresq @ node .e .
|_<]:l gre |_<\:’ Earesy
Network Zone B‘< Z Network Zone OCP Zone B
Foute ® fiouted
—> poue > [oues ® node @ @
<:I Foress @ @ <:| Frasy @ node ®
<:l Eﬂreﬂ <:| Furess
Shared Master and Worker nodes Dedicated Router and Worker nodes per zone
Dedicated Router per zone Shared control plane

Node selectors to place pods on specific worker nodes

Source: Blog Post on Security Zone Coexistence Approach
#avaloq #redhat #rhsummit 22



https://blog.openshift.com/openshift-and-network-security-zones-coexistence-approaches/

How can this run in my datacenter?

Security

* Network segregation

* Reduced attack
surface and impact
mitigation

#avaloq #redhat #rhsummit

Operations

Established Operating
Model and tools with
layered accountability

Strictly defined
processes, rules and
tools from DEV to OPS

Control

Strictly controlled
configuration

Traditional change and
release management
process

23



OpenShift reference architecture

Microsoft Active Directory DNS
Private Network

8443 80,443

Router Load
Balancer
OpenShift SDN
vCENTER MASTER INFRASTRUCTURE APPLICATION
NODES NODES NODES
Ansible Host
AP ETCD App! App 2
VMDK Router  Registry VMOK

Docher ETCD Docker  Mounted Docher
andLocal  Storage and Local NFS and Local

3

#avaloq #redhat #rhsummit



Internet publishing
Untrusted Zone (DMZ)

A [
F Gateway * Internet facing components

#avaloq #redhat #rhsummit



Security zones

Internet

WAF

API Gateway

Worker Worker
Tenant A Tenant B

#avaloq #redhat #rhsummit

Internal Apps

Untrusted Zone (DMZ)
* Internet facing components

* Internet Exposed Services

Trusted Zone
* Customer Identifying Data (CID)
* Business critical processes

26



Security zones: two clusters

Internet

Untrusted Zone (DMZ)

WAF AP| Gateway « Internet facing components

* Internet Exposed Services

Firewall

Trusted Zone
* Customer Identifying Data (CID)

Master Worker Worker « Business critical processes
Tenant A Tenant B

Ingress

Existing Apps

#avaloq #redhat #rhsummit 27



Impact on Customers and Service Centers

Additional Service Managing Hybrid
Costs Availability 800 Clusters Environments

— o B0

The answer is standardization,
re-use and automation!

#avaloq #redhat #rhsummit 28



How can | efficiently deploy applications?

#avalog #redhat #rhsummit 29



Different options to deploy containers

Deployments can be easily automated, choose your way:

S A ©

OpenShift Deployments Ansible Playbook Operator
& Templates Bundles Framework

Native Kubernetes commands (kubectl)
Helm Charts
Many open source tools, active and deprecated (ksonnet, ...)

Anything can call an API (CI/CD tools, automation tools, scripts, ...)

#avaloq #redhat #rhsummit 30



#avaloq #redhat #rhsummit
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Define dependencies

Component A

i . requires requires
CEF.3¥E_Dq:ECFial15’-ECﬂ:CFEFT-:Ep-EKaﬂ:lE:

version: @.1.8-dev Vi “\
requires: / \

COmMpoONENTSs .

com.avaloq:avalog-jpa-provider: 2.1.8

com.avalog:container

version:

3.1.8-dev

requires:

COMPOoONENTS;

com.avalog: container-componen

com.avalog:ses

acp-interfaces:

-pr
'ECTISCI'EF__""‘IE'Ii"I'E}ZEr’D].E .

+
i
(=}
m
=]
i
m
o

zion-manager-platform:

#avaloq #redhat #rhsummit

provides

-

provides

Component B

requiresA\

£ ~

F
!
f
£
s

provides

Component D

reguires

Component C

requires

provides
1

Component E

32



Customer selects components

Constellator Web Page

&> C |Q. https://com. avalog.com/constellater |

Master Data Manogement | Cenfiguration | Delivery | Constellator u00181a  Sign out .
Constellation
Customer X > Project 47010 > Test » New Constellation Status: | Save | Verify Generate I
Available products: Selected 1 products:
CQ. search ) Goal Based Wealth Management | 18.2 -
- - | 2| - components:
— Front Worplace & With AMI Web Services & Wealth Advisory : 280
(B Goal Based Wealth Management ' right click for popup menu ] 3 - group: com.avalog
=F’DE2 4 name: avalog-aws
BDE .
5 version: 2.24.9
(W@ Front Werplace -
[> cCore 6 group: com.avalog
[> with AMI Web Services Content 7 name: aws
With AMI Web Services & Case Management . T e PR
|> 9e Goal Based Wealth Management : 18.2 8 equiredProducts: null

-

v With AMI Web Services & Wealth Advisory . i i . .
G [=] Front Worplace & With AMI Web Services & Wealth Advisory : 28.0 version: 1.8.4

9
@ 270 [_Adcubla click to add to selected (=] Front Workplace Gore : 1@ | - components:

|> With AMI Web Services & Web Rebalancer = Wealth Advisory - select another version 11 - group: com.avalog
[=] Business Data Events : 15.0 12 name: avaloq-zookeeper
[+ D293178: pobi_type / lockup_ws 13 versicn: 3.0.8
s e 16 - arou: con.avaton
[oA D292327: CB: Filter Recom Assets - go back to initial optim universe 15 name: ava qu-kE‘FI\(E
EErerwrr— . 15 version: 5.3.8@

17 - group: com.avaloq

Close
18 name: avalog-meteor

#avaloq #redhat #rhsummit 33



Store everything in a repository

Constellation

© git

#avaloq #redhat #rhsummit
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Add configuration

Constellation
VSIS Technical Secrets
Configuration Configuration

git

#avaloq #redhat #rhsummit
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Use a job to deploy to OpenShift

Constellation
Business Technical .
Configuration Configuration DI O G kL

0 git =) O OPENSHIFT

9 Jenkins

OpenShift configuration in source control

#avaloq #redhat #rhsummit 36



Why "do it yourself"?

#avalog #redhat #rhsummit



How can | operate this?

What do | need additionally?
- Dashboards
- Alerts

‘ ‘ I".I|":II"|"|||!H|"|“lllllllllllll".l

/ ’v\_/ff\/\‘ AT A \N*‘mwmwfwvwvmmx
N E AN ALY VYV YW VA A~ WA YV WA/ A / VAR /Y
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Dashboards and alerts

Container

Kubernetes
Object Specs

Dashboards

Alerts

Producer
(Developer / Vendor)

#avaloq #redhat #rhsummit

—

Dashboards e
(ConfigMap)
Alerts -
(ConfigMap) Watcher Prometheus
Loader
RED HAT
0 OPENSHIFT
Consumer

(Service Center / Bank)

39



Conclusion

= There are many solutions with different options from Red Hat and the
cloud native community.

= But Avalog customers can’t lose time evaluating options.
= They just need a good default! (for the banking industry)
= Avaloq needs standardization to support our customers! (we are an ISV)

#avaloq #redhat #rhsummit 40



Avalog Container Platform

Share within the Avalog community

#avaloq #redhat #rhsummit
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| Concepts

SpA U)Lﬂ

/
N\
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Reference architecture

Operator End User External Service Internal Service
Consumer Consumer
oc-cli
Browser Browser AFP/ACP (Avalog) Microservices
I I 1
443 (HTTPS) 443 (HTTPS) 443 (HTTPS)
Web Application Firewall
[required]
External
Cluster and
Airlock Application
Monitoring
[recommended]
22 (SSH) 8443 (HTTPS)=, 443 (HTTPS) 443 (HTTPS)
443 (HTTPS) _J | Monitoring
l [prometheus api]

A Events/Alarms
Bastion Host Load Balancer Audt Log
(Administration) [required]

VIP VIP
[recommended] .
mastar domain acint domain HA-Proxy!
Netscaler/
Ansible TCP/TLSLEB HTTPS LB Fsi
Infrastructure
[required]
22 (SSH) 8443 (TCP, 443 (HTTPS)
y PKI
Open Shift Cluster CRL.
[required] Signing
A r I l
Master Infrastructure Node Application Node N
@9 ) (2% Monitoring Logging Suppl.
[provided] [provided]
DNS
Prometheus NTP
Grafana EFK
T T T
NES :443 (HTTPS) External Systems
y +
1AM Persistent Storage Docker Registry E— Y
[optional] [required] [optional, recommended] Market Data Feeds
Central user Provider
administration N
Artifactory/ 443 (HTTPS) a‘ﬂf;‘d?““k” Registry
LDAP/ADY. NFS Nexus/. [over internet] »
docker-rel service avalog com

#avaloq #redhat #rhsummit
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Documentation
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Security: threa

= Spoofing Identity

« Tampering with data

* Repudiation

« Information Disclosure
« Denial of Service

e« Elevation of privilege

# Threat

T201 An attacker (unauthenticated, authenticated but not authorized) injects a
container image to the production registry that is not signed.

« The attacker is unauthenticated and is not considered a "valid" user of the
infrastructure.

» The attacker is authenticated, but not authorized to upload images to the
production registry.

+ Containers are considered as blocks of data in a container infrastructure. They
contain the applications that are executed by this infrastructure. Bypassing the

signature, an attacker can provide containers (data packages) that are not
supposed to be executed

« The content of a container image defines what is executed by the infrastructure
« Being able to replace a container image enables an attacker fo inject a malicious
image and eventually execute malicious code on the container infrastructure

# Threat Further Explanations

T103  The root user inside the container is not mapped to a = The root user inside the container is mapped to the root user on
non-root user on the host the application node. Since these two users should be
essentially different from each other, the wrong mapping makes

t model

Further
Explanations

External / Internal

Internal + External (the

production registry is accessible
from outside)

Requirement(s) to prevent threat (bold indicates bare minimum requirements)

SEC-01, SEC-06, SEC-15, SEC-20, SEC-24, SEC-30, SEC-39, SEC-47, SEC-23, Sec-24,
SEC-25, SEC-42

SEC-35

External / Internal Requirement(s) to prevent threat (bold indicates bare minimum

them equivalent. A root user in the container has then the same
identity as the root user on the host.

#avaloq #redhat #rhsummit

requirements)

Internal + External (users of the SEC-09, SEC-63, SEC-76
container application can be
internal and external)

45



Security quidelines and best practices

SEC- Guidelines for handling secrets / credentials inside containers Development /
51 UAT/
« A container / pod accesses credentials using a dedicated "secret” object. Production
+ Secrets have to be stored encrypted.
« Secrets have to be transmitted encrypted from the "vault” to the container. v (yes)
« Access to the secrets has to be "access controlled” and "revocable. Cluster
« Secrets must not be available as Environmental Variables (risk of being logged) Admin
+ HIGHLY RECOMMENDED: Access to secrets has to be audit logged | (yes)
SEC- Prevent Root Processes inside Containers / Prevent Privileged Containers Development /
09 UAT /
« Containers / pods are executed with the restricted SCC by default. .
Production

Domain

Container Images and Build File

#avaloq #redhat #rhsummit

Best Practices

Ensure a user for the container has been created (Either manually or automatically by Openshift)
Ensure that containers use trusted base images

Ensure unnecessary packages are not installed in the container

Ensure images are scanned and rebuilt to include security patches

Ensure Content trust for Docker is Enabled (https://docs.docker.com/engine/security/trust/content_t
Ensure setuid and setgid permissions are removed in the images

Ensure secrets are not stored in Dockerfiles

Ensure verified packages only are installed

Setuid and Setgid binaries should also be removed from images. lessening the chance of privilege

Container processes run as non-privileged USER

46



#avalog

#redhat #rhsummit

Code
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Example deployment

Ansible roles
Following Ansible roles are provided (also used by provided playbooks):
= Provisioning

» avalog.acpr-aws-configuration - ACPR Amazon Web Services (AWS) status parsing and configuration generation
« avalog.acpr-aws-provision - ACPR Amazon Web Services (AWS) infrastructure provisioning

« Installation 1=-=
Z = name: ACFR | execute openshift-ansible prereguisites
import_playbook: fusr/share/ansible/openshift-ansible/playbooks/preregquisites.yml

avalog.acpr-auth - AGPR techr
avalog.acpr-docker - ACPR Dc

avalog.acprinventory - ACPR o . ife N
avalog.acprogging -AGPR L > | execute openshift-ansible Deployer

avalog. acpr-monitoring - ACPF 13 import playbook: /fusr/share/ansible/openshift-ansible/playbooks/deploy_cluster.yml

avalog.acpr-prereq - ACPR instalianonprerequisnes F
avalog.acpr-repository - ACPR OpenShift repasitories setup

« Administration
o avalog.acpr-backup - ACPR OpenShit backup and restore L
tCor X | 4

< C {t & nttpsy//eu-west-1.console.aws.amazon.com

Services v  Resource Groups ~

Actions v
A o % 0
1to8of 8
Name Instance ID ~ Instance Type Availability Zone Instance State Status Checks Alarm Status
master-t03-default i-003023d01f64054c2f  md.xlarge @ running & 2/2 checks None: w
R E n H A I node-101-default i-005900bc94fT37add  md.xiarge eu-west-1a @ running & 2/2checks... None
i infra-tf01-default i-031cb8bde16b19e43  md4 .xlarge eu-west-1a @ running & 2/2checks ...  None
A N S I B | E master-ifoz-default 1-04907e003b1133406  md4.xlarge eu-wesl-1a @ running © 202 checks None ™
node-tf02-default i-060317115584216c0 md xlarge eu-west-1a @ running & 2/2 checks None ‘,4,
bastion-tf-default i-08afcaad43fbf4d05s ma3.large eu-west-1a @ running & 2/2 checks None ‘,4,
master-tf01-default i-0b1c69703230841c5  md xlarge eu-west-1a @& running & 2/2 checks None
infra-tf02-default i-0b333b07352e08e6a m4 xlarge eu-west-1a @ running & 2/2 checks None

#avaloq #redhat #rhsummit 48



Recap @ rednat  avaloq
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Call to action

« Q&A

 We are looking for feedback and others interested in similar
challenges

 Opensourcingis not yet an option for Avaloq
« Who can recommend a format for collaboration?

#avaloq #redhat #rhsummit
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THANK YOU avaloq

E plus.google.com/+RedHat n facebook.com/redhatinc u twitter.com/avalog
m linkedin.com/company/red-hat u twittercom/redhat n facebook.com/avalog
youtube.com/user/RedHatVideos



