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& RedHat

Z =M= SMRC CXL &Z& 4= ?lofl Baremetal &Z32] AMD CPU £= INTEL CPUE
Ol =at CXL 32, 74, Jls, MEY S5 &lole SH2=Z Adote &8 = Jt0l=ot)|

2. Nl AE] O El N
21CXL IR ¥ A4 0p3| & A

Machine Learning, Artificial Intelligence, IMDB J1=2| OI0IH HM2l& ¥ 22l
Jiste=H22 Sototd JAJl =20 O 2022 HEEYN SHS (& A
It =0tX1D U= FAMLYLCH DL, CPUS Corez=Jt EIt6tL Q
H2el 74 HHE= SHL2 MetD As 24E0I0A H2els
G ASL EP

| 2
=]

_i

Xte| =l &I CXL Memory Expander= % U 512GB2| DDR5
cl 22 4 HHIOIENZ &#&Edt= SAIN H2el
HE== =2 Z HAUHIOIENHZ SIHAIZ = JA2MH, CXL M2l Y AHH= x8 PCle 5.0
CIEHHIOIAE AMZEdA Y 2 32GT/s2 & £ 2 CPUNI HZE = UASLICH

Ol 2ZJI0IE0A d3Sst CXL 283 74 OtJ181 XY= AMD CPU &£ &= INTEL CPUD & &&=
SuperMicro Baremetal System Ol RHEL 9.3 Server OSE &GS CXL 82, 74, Jls,
ANEY S2 S0I5A 20, CXL Memory Expander £ &350 JtAH AL, HE2IHOI&0IA
J_edlesdol a4 8He L L

SMRC CXL Architecture

[ HIW Inf ti b
ntormation Intel H/W &

AMD H/W ~
Intel HAW

- CPU: 1socket (24c)
- MEM: 32 GB KVM | AP K\VM | AP
- DISK: 894.3 GB
-CXL: 128 GB

RHEL 9/ Fedora 38 RHEL 9/ Fedora 38

AMD HAW
- CPU: 1socket (48c)
- MEM: 32 GB
- DISK: 894.3 GB
\ - CXL: 128 GB y

Mem Mem
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22CXL &3 +1d &Y
JHOIE9 JI28AE Su

upermicro Al AEC] AMD, INTEL x86 CPU J|Et2 & XIHGIH M,
CXL Expander Memory 2| Red Hat Enterprise Linux (RHEL) EtZ0A IAMHE, A4S
Application &S S LS AlLI2I2Z &E 2 ot A SLICH

2.2.1 Baremetal Host information

TYPE OS Ver Server Model

AMD | RHEL 9.3 Supermicro Super Server 07/07/2023 | 48 core 32 GB 894.3 GB

( Base Board : H13SSF ) 1 Socket | (1 NUMA)
Supermicro 08/14/2023 | 24 core 32GB 894.3 GB
INTEL | RHEL 9.3 | SSG-121E-NE316R 1 Socket | (1 NUMA)

( Base Board : X13DSF-A )

2.2.2 CPU Model information

TYPE CPU Model OEM Strings

AMD EPYC Soc/Genoa

AMD | AMD EPYC 9454P 48-Core Processor Supermicro Motherboard-H13 Series

Intel Sapphire Rapids/Emmitsburg/EagleStream

INTEL | Intel(R) Xeon(R) Gold 6442 Supermicro motherboard-X13 Series

2.2.3 Samsung CXL Expander information

TYPE CXL Expander Model

AMD CXL: Montage Technology Co., Ltd. Device c000

INTEL | CXL: Montage Technology Co., Ltd. Device c000

DDR DDR
Memory """ Memory
CXL 3
Host/CPU Controller g
S Device Device
g Memory " " Memory
Home Agent CXL Memory Expander
RHEL 9 CXL &&Ji0|1& Page 5/55
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2.2.4 CXL Operating System (Linux) S &4

Samsung CXL Expander (1.1) Memory = INTEL, AMD CPU &Z 0l M 214l 0| Jt=35t0H, OS
Kernel 2| CXL X2 S E AFEOfl IFoHOF & LICH Otci= 252 st 0S KNI H 2 LICH
TYPE BIOS Mode Linux Version
SPM Disable Red Hat Enterprise Linux 9.2 0] &}
(System RAM Type) (Kernel : 5.14.0-284 )
* Fedora 37,38 S {22 O/S UIA HIZe| 1A
AMD SPM Enable Red Hat Enterprise Linux 9.2 0| &
(DAX HotPlug Type) (Kernel : 5.14.0-284 )
Fedora 37 Ol &
( Kernel : kernel-6.5.8-100 )
SPM Disable BIOS NOT Support
(System RAM Type)
SPM Enable Red Hat Enterprise Linux 9.2 0| &
INTEL (DAX HotPlug Type) (Kernel : 5.14.0-284 )
Fedora 37 0| &f
( Kernel : kernel-6.5.8-100 )
RHEL 9 CXL &&Jt01& Page 6/55
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3. AMD, INTEL CPU &t & CXL 4
CXLH 22l &Xl= Flexbus HICI2 Soll CXL FE ZLE E£=CXL AKX CIR2AEE
ZEN AZE = AU2H, CXL & X= EZ= PCle HHALIZS 2 AF=6tH MMCFG & MMIO
HAAN OHE = LICH Ol 2 ?loll A BIOS &8 &= SR20tH, O 8l &8 & & 0]
ZstLICh.
3.1INTEL CPU & Z (il BIOS =+ 4
3.1.1 INTEL BIOS Version
CXL Memory Expander € X|&0t= INTELCPU Ot [El X 2| B OtcHel &H S S=0H0¢F
LI Ch.
=> Vendor : American Megatrends International, LLC.
-> System Product Name : SSG-121E-NE316R
-> Board Product Name : X13DSF-A (1.01)
-> BIOS Version : 1.4 ( Revision : 5.31)
-> Build Date: 08/14/2023
-> CPLD Version: F2.71.16
CXL Memory ExpanderE Xl & dt= INTEL BIOS2| & 2 Total Memory0ll CXL Memory
= 3R A0 Ot BRIt UASLICH E M &2=I101 = 2] BIOS
ES ELE0tA &2 Local Memory EEEH 20 =11

Expander 20| L& &
2t 3 0l Al = CXL Memory Expander

U5 LICH

RHEL 9 CXL E&ZJt01&
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3.1.2INTELCPU & &

INTEL Sapphire Rapids CPU = PCle5.0 & CXL(Compute Express Link) 1.1 &S HZ = SIt&
/0 28 = M Z& LI

=> CPU Model Name : Intel(R) Xeon(R) Gold 6442Y
=> (INTEL Sapphire Rapids/Emmitsburg/EagleStream )
- Supermicro motherboard-X13 Series

Aptio Setup - AMI

» Advanced Power Management Configuration

RHEL 9 CXL &&J10l& Page 9/55
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3.1.3INTEL CXLBIOS &€&

28 M2l 2= (Fully Trusted) & £ &6t CXL X0l et 2et+=== &FELILCL

- Advanced Menu = Chipset Configuration = North Bridge = 110 Configuration
- CXL Security Level : [ Fully Trusted ]

fAptio Setup - AMI

CHEL Security Level [Fullg Trusted]

RHEL 9 CXL &&J10l& Page 10/55
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‘ Red Hat
CXLolti<3l = 8l2d 3t &Lt

- Advanced Menu = Chipset Configuration = North Bridge = 110 Configuration
- CXL Header bypass : [ Disable ]

Aptio Setup - AMI

CHL Header Bypass [Disable]
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‘RedHat
CPUO 0l CHSt PCle X E°| 2)| €8 = A& LICHL

- Advanced Menu = Chipset Configuration = North Bridge = 110 Configuration
- CPUO Configuration = 10U3 (110 PCle Port 3) : [x16]

Aptio Setup - AMI

1000 (II0 PCIe Fort 1) [%186]
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CPU1 0l CHEt PCle £E S| 2J| €8 = & LILHL

- Advanced Menu = Chipset Configuration = North Bridge = 110 Configuration
- CPUI1 Configuration = IOU3 (110 PCle Port 3) : [x16]

Aptio Setup - AMI

1000 (II0 PCIe Fort 1) [%186]
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‘ Red Hat

Ol

CXL Type 3 X0l Chet el HAI XIE =

s

datefLICh

[

- Advanced Menu = NB Configuration = Memory Configuration
- CXL Type3 legacy : [Enable]

Aptio Setup - AMI

CalL Tupe 3 Legacy ' [Enable]

CXL EFI_MEMORY_SP 01l CH

ol

FAAMS NSiSHLIC ( Default : Enabled )

> 0| E&ESCXLUHZCIE S+ S22l 2 &FSLICLINTELOIIE Y 2l &L
Enabled & & &t Jts & LICH.

- Enabled: DAX Mode Al S

- Disabled: Direct System Memory AtE (Intel AtE =2 Jt-MB IS M3 =t)
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XA 2H
oo
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0

3.1.4 INTEL BIOS UEFI Shel

2= BIOS €8 EX0t 0tRel & = 2SHHM X & CXL Device 0 Oigt €

=z
2
gl
Il
@
o
7

EO10FFF

Total Memory:
Shell> memmap_

0l &4 & & BIOSS| UEFI Shell &2 = Local memory2t CXL memoryJt & &H 2 2
SR =X =ol g = ASLICH UEFI Shell2l memmap EEHE 0| E6HH M
@t CXL Memory 128GB Jt 21 & &/ Total Memory 160GBJt QI AIEl WS

-> Local memory : 32GB
-=> CXL memory :128GB
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‘ Red Hat

3.2 AMD CPU &40 BIOS =4
3.2.1 AMD BIOS Version
AMD O X2l B OlcHe &-A

Samsung CXL Memory Expander £ X| &5t=

erLICh.
Vendor : American Megatrends International, LLC

System Product Name : Super Server
Board Product Name : HI3SSF (1.01)

BIOS Version: 1.0
BIOS Revision: 5.27
Build Date : 07/07/2023
3 2 Total Memory0il CXL Memory
LIt JUSLICL S M EEIt0l =2 BIOS
=1

S0 =

22 20 N N N

CPLD Version : F2.76.07

&3
&6t Kl 22 Local Memory

FALD Ot
e

=
=

=482
= 2F
S S

CXL Memory ExpanderE X| 2 ot= AMD BIOS2| 2

Expander & 0| Z & &
28 0l A = CXL Memory Expander

USLICH
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3.2.2 AMD CPU &=

AMD EPYC Genoa CPU = PCle5.0 & CXL(Compute Express Link) 1.1 &S HAZ 2 SItE 1/0

2B S MSELICH

- CPU Model Name : AMD EPYC 9454P 48-Core Processor
( AMD EPYC Soc/Genoa)
=> Supermicro Motherboard-H13 Series

Aptio Setup - AMI

CFU1 FCIe Fackage Group P2 [Autol
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‘ Red Hat
3.2.3 AMD CXL SPM Mode

Ol 22 CXLUNIZcIE E==H N2l &8t 2483/812d 02 Xt0l= OfeH 2

Z & LICh
- Advanced Menu = NB Configuration = CXL SPM : [ Enabled ]

- Enabled: DAX Mode AIS
(OS Sl 0l A CXL ExpanderE == 0ff |
- Disabled : Direct System Memory Al E
(BIOS & 2 0l Al CXL ExpanderE A& 2431 = 0S 0l Al Local memory 214 £ ALE)

o
0x
Em
0l
=
QEJ

Aptio Setup - AMI

CxL SPM
Auto
En d
Dizahled

[Enahled]
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3.2.4 AMD BIOS UEFI Shell & & &

2= BIOS €& EXIt OtRel & = 2S M A £ X & CXL Device 0l CHet €
UEFI Shell Mode Oil Al & 01E = QLS LICH

=z
2
3l
Il
@
o
»

0| & &2 BIOS2| UEFI Shell & &} = Local memory2t CXL memoryJt & &t

2} CXL Memory 128GB J} 21 A & 0f Total Memory 160GBJ} QI Al Sl 24 S &0 & & QUG LIC

-> Local memory : 32GB
-> CXL memory :128GB
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3.3 RHEL9 OS CXL Device &2l

BIOS &% % RHEL9.3 2
=X O =0l 0 & &

&l
St Y0l CHoll 20t LICH.

SMH £ = AA

3.3.1 RHEL9 CXL Device &2l

CXL volatile-memdev Type (Memory Expander) 24 &0I2 2/l OS2 HE

JEE EelgLICh

[root@rhel93-cxl ~]# uname -a

2 CXL H/W

Linux rhel93-cxl 5.14.0-362.8.1.el19 3.x86_64 #1 SMP PREEMPT DYNAMIC Tue Oct 3
11:12:36 EDT 2023 x86_64 x86 64 x86 64 GNU/Linux

CXL11 0l E2E=2S

=517 SISHAlS CXL XIR 0] Jts 8t

[root@rhel93-cxl ~]# lscpu

Architecture:
CPU op-mode (s) :
Address sizes:
Byte Order:
CPU(s) :
On-line CPU(s) list:
Vendor ID:
BIOS Vendor ID:
Model name:
BIOS Model name:
CPU family:
Model:

Thread(s) per core:
Core(s) per socket:

Socket (s) :
Stepping:
Frequency boost:
CPU max MHz:

CPU min MHz:
BogoMIPS:

Virtualization features:

Virtualization:
Caches (sum of all):

Lld:

Lli:

L2:

L3:
NUMA :

NUMA node (s) :

NUMA nodeO CPU(s) :
Vulnerabilities:

Gather data sampling:

RHEL 9 CXL &&Jt0l1&

x86 64

32-bit, 64-bit

52 bits physical, 57 bits virtual
Little Endian

96

0-95

AuthenticAMD

Advanced Micro Devices, Inc.

AMD EPYC 9454P 48-Core Processor
AMD EPYC 9454P 48-Core Processor
25

17

2

48

1

1

enabled

3810.7910

1500.0000

5500.32

AMD-V

1.5 MiB (48 instances)
1.5 MiB (48 instances)
48 MiB (48 instances)

256 MiB (8 instances)

1
0-95

Not affected

Installation and Configuration Guide
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Itlb multihit: Not affected

Lltf: Not affected
Mds: Not affected

3.3.2 RHEL9 CXL Kernel Module & 0!

CXL 28l HY 2= cxl_mem, cxI_pci, dax_hmem, device_dax S0| A& Xz Z 40|
= Al &9

[root@rhel93-cx]l ~]# lsmod | grep -i -e cxl -e dax
cxl mem 16384 0
device dax 20480 O
cxl port 16384 O
dax_ hmem 16384 0
cxl pci 36864 0
cxl acpi 24576 0
4

167936 cxl port,cxl mem,cxl pci,cxl acpi

Jl2& 22 RHEL9.3 0| & HYE 2 &0l A= CXL Expander Memory DeviceE QIAlE &= QU=

[root@rhel93-cxl ~]# modinfo cxl mem cxl pci device_dax dax hmem

filename:
/lib/modules/5.14.0-362.8.1.e19 3.x86_ 64/kernel/drivers/cxl/cxl_mem.ko.xz
softdep: pre: cxl port

alias: cxl:t5*

import ns: CXL

license: GPL v2

rhelversion: 9.3

srcversion: 587493E932500A8B5B52605
depends: cxl core

retpoline: Y

intree: Y

name: cxl mem

vermagic: 5.14.0-362.8.1.e19 3.x86 64 SMP preempt mod unload modversions
sig id: PKCS#7

signer: Red Hat Enterprise Linux kernel signing key

sig key: 1F:F0:D0:D7:72:A6:ED:12:E3:1B:CC:C9:E0:49:15:03:79:D5:1F:69
sig hashalgo: sha256

filename:
/lib/modules/5.14.0-362.8.1.el19 3.x86_ 64/kernel/drivers/cxl/cxl pci.ko.xz
import ns: CXL

license: GPL v2

rhelversion: 9.3

RHEL 9 CXL EZJt01& Page 21/55
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srcversion:
alias:
depends:
retpoline:
intree:
name:
vermagic:
sig id:
signer:

sig key:
sig hashalgo:

filename:

F295766BE87D4121C5232B8

pci:v*d*sv*sd*bc05sc02110%*

cxl core

Y

Y

cxl pci

5.14.0-362.8.1.el19 3.x86 64 SMP preempt mod unload modversions
PKCS#7

Red Hat Enterprise Linux kernel signing key
1F:F0:D0:D7:72:A6:ED:12:E3:1B:CC:C9:E0:49:15:03:79:D5:1F:69
sha256

/lib/modules/5.14.0-362.8.1.e19 3.x86_64/kernel/drivers/dax/device_dax.ko.xz

alias:
license:
author:
rhelversion:
srcversion:
depends:
retpoline:
intree:
name:
vermagic:
sig id:
signer:

sig key:

sig hashalgo:

filename:

dax:t0*

GPL v2

Intel Corporation

9.3
4372B92DBFE4ED5D9ACBCIOF

Y

Y

device dax

5.14.0-362.8.1.e19 3.x86 64 SMP preempt mod unload modversions
PKCS#7

Red Hat Enterprise Linux kernel signing key
1F:F0:D0:D7:72:A6:ED:12:E3:1B:CC:C9:E0:49:15:03:79:D5:1F:69
sha256

/lib/modules/5.14.0-362.8.1.el19 3.x86_ 64/kernel/drivers/dax/hmem/dax hmem.ko.xz

author:
license:
alias:
rhelversion:
srcversion:
depends:
retpoline:
intree:
name:
vermagic:
sig id:
signer:

sig key:

sig hashalgo:

PCIEEE

Kernel Mo

Intel Corporation

GPL v2

platform:hmem*

9.3
23AA81D251443E3A0BCO784

Y

Y

dax hmem

5.14.0-362.8.1.e19 3.x86 64 SMP preempt mod unload modversions
PKCS#7

Red Hat Enterprise Linux kernel signing key
1F:F0:D0:D7:72:A6:ED:12:E3:1B:CC:C9:E0:49:15:03:79:D5:1F:69
sha256

ot CXL & Xl 2| PCI BUS, PORT £ Kernel Driver,

[root@rhel93-cxl ~]# lspci -nnvv

7£:00.0 CXL [0502]: Montage Technology Co., Ltd. Device [1b00:c000]

(rev 01)

(prog-if 10 [CXL Memory Device (CXL 2.x)])

RHEL 9 CXL &&Jt0l1&
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Control: I/O- Mem+ BusMaster- SpecCycle- MemWINV- VGASnoop- ParErr-—
Stepping- SERR- FastB2B- DisINTx-

Status: Capt+ 66MHz- UDF- FastB2B- ParErr- DEVSEL=fast >TAbort- <TAbort-
<MAbort- >SERR- <PERR- INTx-

IOMMU group: 54
Region 0: Memory at 3cc000000000 (64-bit, prefetchable) [size=16M]
Region 2: Memory at 3ca000000000 (64-bit, prefetchable) [size=128G]

Kernel driver in use: cxl_pci
Kernel modules: cxl pci

ot=R B2 S &t Mot 22lot= Ishw &
2o
—

5 =
& 2 2t Memory Slot2l &

Y
2

o 1
bl

versiond} &

[root@rhel93-cxl ~]# lshw

*-memory:1
description: CXL
product: Montage Technology Co., Ltd.
vendor: Montage Technology Co., Ltd.
physical id: 11
bus info: pci@0000:7£:00.0
version: 01
width: 64 bits
clock: 33MHz (30.3ns)

3.3.3 RHEL9 CXL NUMA =0l

CXL Memory 21 A & Memory & £ 2t CXL Memory 21 &l =31 = Memory 2 NUMAZ2| B3} 2t
HE 9| buddyinfo 8 22| H5IE & 0IEHLICH

CXL Memory 2141 & Total Memory & 2F It NUMA & 2 E =01 &L C}.

[root@rhel93-cx1l ~1# free -k

total used free shared buff/cache available
Mem: 32319884 3182724 18902080 37376 10736660 29137160
Swap: 16359420 0 16359420

[root@rhel93-cx1l ~]# numactl -H
available: 1 nodes (0)

node 0 cpus: 0 1 2 3456 789 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
27 28 29 30 31 32 33 34 35 36 37 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53
55 56 57 58 59 60 61 62 63 64 65 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81
83 84 85 86 87 88 89 90 91 92 93 95

node 0 size: 31562 MB

node 0 free: 18251 MB

node distances:

node 0

RHEL 9 CXL EZJt01& Page 23/55
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CXL Memory 21 Al & dax device 2 E 201 51 1) daxctl HE O E £=&35I04 ONLINE &0l A
CXL ¥ Xl E &4 3t &LICt (Online Memory Hotplug 7| =& Kernel 0l M HI 3 & 0F2F AHE
(@]

Jtset Jlsg Ll

=)
C

)

[root@rhel93-cxl ~]# daxctl list
[

"chardev":"dax0.0",
"size™:137438953472,
"target node":1,
"align":2097152,
"mode" :"devdax"

[root@rhel93-cxl ~]# daxctl reconfigure-device --no-movable --mode=system-ram
dax0.0
[

"chardev":"dax0.0",
"size™:137438953472,
"target node":1,
"align":2097152,
"mode" : "system-ram",

"online memblocks":1024,
"total memblocks":1024,
"movable" : false

Normal & &

Normal @2 B0l HE HR2el EEHU AISELICH 0 EE2 F
L IEE NEot= O AAESELICLOIHE HIOIH & 2DE= AlAE 2E
B2l o Xt Hel LA6HA = =S4 = JFELICH Normal =2 B2
2 s&2 X&ot= o AHZ2=ELICH

ol

Movable & &

Movable 2E2 HE WA SH=Z &2 Y
OB EX S UFIHNES HE EX

=
=
= 2o = o S
Ct
S

MME = HR2el S 2elsts ol AFSE LI
& 2 I s0 228 LICH Movable 2 =
HE 2 "slab allocator"et 22 U222 L N0 AFZSELICEL Ol L2 HE HRUHA 24Xl
TeEltegxo s8 &9 LN E Xelot= Ol ArEE LICH Movable 292 =2 S 2
HEZc2 HEHSE =L 30| 2ol HZel SEES 0IsAZE = A= FHES MBstte=

A LICH
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daxctl @& Z 0| &0t CXL Memory 214! = Memory E & 3t NUMA B2 E &0l & LILC}.
Ol CXL & X2 Memory & 2F0| System Memory0il SJtJt &I R =Xl & Q21510
20l Al CPUJI 8l = ZERO CPU NUMA NODEJt =D&l 20| &9210] & Of

0l 22l CI8t0l A daxctl online-memory == 2 1t ZERO cpu numanode 10t & &= AU S
2 01)

[root@rhel93-cxl ~1# free -k

total used free shared buff/cache available
Mem: 166537612 5273884 151224072 45572 11012336 161263728
Swap: 16359420 0 16359420

[root@rhel93-cx1l ~]# numactl -H
available: 2 nodes (0-1)

node 0 cpus: 01 2 3456 78 9 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
27 28 29 30 31 32 33 34 35 36 37 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63 64 65 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82

83 84 85 86 87 88 89 90 91 92 93 95
node 0 size: 31562 MB
node 0 free: 16608 MB
node 1 cpus: ~ CXL numa node 1
1 size: 131072 MB CXL numa node 1
1 free: 131071 MB CXL numa node 1
node distances:
node 0 1
0: 10 50
1: 255 10

node
node

H22l PAGEEE & HIZ22 HES HE

9!
HAO| (22| NODEJINormal @ o2 FOF S =Xl &l &L L.

[root@rhel93-cxl ~]# cat /proc/buddyinfo

Node 0, zone DMA 2 2

1 1

Node 0, zone DMA32 11 10 10

7 7 559

Node 0, zone Normal 9598 10996 7298 5656 4628 2377 1094
162 35 3145

Node 1, zone Normal 19 12

[root@rhel93-cxl ~]# cat /var/log/messages | grep -i -e cxl -e montage | grep -v
"rhel93-cx1"

Jan 5 09:20:41 localhost kernel: acpi ACPI0016:00: OSC: OS supports
[CXL1lPortRegAccess CXL20PortDevRegAccess CXLProtocolErrorReporting CXLNativeHot]
Jan 5 09:20:41 localhost kernel: acpi ACPI0016:00: OSC: OS now controls
[CXLMemErrorReporting]

Jan 5 09:20:53 localhost kernel: cxl root0O: Failed to populate active decoder
targets

& 2 Q= /proc/buddyinfoS & 216H0] CXL
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Jan 5 09:20:53 localhost kernel: cxl acpi ACPIO017:00: Failed to add decode range
[0x850000000 - Ox284fffffff)

Jan 5 09:20:53 localhost kernel: pci0000:7f: host supports CXL

Jan 5 09:20:53 localhost kernel: cxl pci 0000:7£:00.0: No component registers
(-19)

Jan 5 09:20:53 localhost kernel: cxl pci 0000:7£:00.0: DOE: [d80] failed to cache
protocols : -5

Jan 5 09:20:53 localhost kernel: cxl pci 0000:7£:00.0: Failed to create MB object
for MB @ d80

Jan 5 09:20:53 localhost kernel: cxl pci 0000:7£:00.0: Failed to request region
0x0000000000001£££-0x000000000010201e

Jan 5 09:20:54 localhost kernel: cxl mem memO: CXL port topology rootO not enabled

3.4 RHEL9 OS Kernel 813 Alst

CXL2| Memory Expander 2 & = 0S2| Kernel HZ A& 0l CHotO| & & & LICH.

3.4.1 RHEL9 NUMA Status

numactl 2 numastat E2 Z2 MlA L 2 MAGl OISt NUMA CE 22 SHE EAISHL,

22| NHOIH 22 AA HIZ22I 0t AIAE JH0l 2AEH Jqsll E=SFEE0 =

st =X R E 20 =LICH CXL Memory NUMA —io._g numactl & numastat 33 HE
0t kernell HE A& =S 201 |[} Ol CPUJt SiE ZERO CPU NUMA NODE Jt

Jb=l 20| &9010| &/ 0f OF of 4, CXL &

£+010] & Of OF & LILCH.

P
t

o1

HU

[root@rhel93-cx1l ~]# numactl -H

node 0 cpus: 01 2 3456 78 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82
83 84 85 86 87 88 89 90 91 92 93 94 95

size: 31562 MB

free: 16610 MB

node 0
0

node 1 cpus:
1
1

node

node size: 131072 MB
node free: 131071 MB
node distances:
node 0 1

0: 10 50

1: 255 10

## cxL " X2 daxctl online-memory %

[root@rhel93-cx1 ~]# numastat

MemTotal . 131072. 162634.
MemFree . 131071. 147682.
MemUsed . 0. 14951.
Active . 0. 236.
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Inactive
Active (anon)
Inactive (anon)
Active (file)
Inactive (file)
Unevictable
Mlocked

Dirty
Writeback
FilePages
Mapped
AnonPages
Shmem
KernelStack
PageTables

NFS Unstable
Bounce
WritebackTmp
Slab
SReclaimable
SUnreclaim
AnonHugePages
ShmemHugePages
ShmemPmdMapped
HugePages Total
HugePages Free
HugePages Surp
KReclaimable

O O O O O O O O O O O O O O OO OO OO ooLOLOO OO O OO

3.4.2 RHEL9 Memory Hotplug

/proc/meminfo= Al A 82| RAM AFS 20l CHSH A+ Al St
CIHECHAM N2 2012 |8 IHE Lt o=z
HEE 2016104 CXL Memory Expander?2| € 20|

[root@rhel93-cxl ~]# cat /proc/meminfo
MemTotal: 166537612 kB
MemFree: 151224744 kB
MemAvailable: 161264472 kB
Buffers: 4700 kB
Cached: 10778000 kB
SwapCached: 0 kB
Active: 241980 kB
Inactive: 10631944 kB
Active (anon) : 1544 kB
Inactive (anon) : 135252 kB
Active (file): 240436 kB
Inactive (file): 10496692 kB
Unevictable: 0 kB
Mlocked: 0 kB
SwapTotal: 16359420 kB
SwapFree: 16359420 kB
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Zswap:
Zswapped:

Dirty:
Writeback:

3.4.3 RHEL9 Memory BuddyAllocato

/proc/buddyinfo= =2 I 2cl HE3 2ME & ttots O AHEE LICH B EI dNelES
ANESHH 21 22 SH AU AEE = A= SE =A, 3712 lHIOIII FEFES LI CF. CXL
A2 22l NODEJH Normal 222 HU 2 02S0 =ItIt & A IEEQLIEL

=1

[root@rhel93-cx1l ~]# cat /proc/buddyinfo

Node 0, zone DMA 2 2

1 1

Node 0, zone DMA32 11 10 10

7 7 559

Node 0, zone Normal 8813 10763 7214 5588 4580 2404 1090
164 38 3145

Node 1, zone Normal (0] 0 19 12

7 2 32763 ~ CXL numa node 1

3.4.4 RHEL9 Memory Maps

/proc/iomem= 2t Sc|& E X0l CHE AIAE HIE22I2 & S 2 =LICH CXL Memory
Expander 22| & HX[JtH 22l &M Sl FItIF ZI A=K &lS &LICH

[root@rhel93-cxl ~]1# lsmem

RANGE SIZE STATE REMOVABLE BLOCK
0x0000000000000000-0x00000000a7£f££££ £ 2.6G online yes 0-20
0x0000000100000000-0x000000284fffffff 157.3G online yes 32-1289

Memory block size: 128M
Total online memory: 159.9G
Total offline memory: )=}

[root@rhel93-cxl ~]1# cat /proc/iomem
00000000-00000fff : Reserved
00001000-0009ffff : System RAM
000a0000-000fffff : Reserved
000a0000-000bffff : PCI Bus 0000:cO
000c0000-000dffff : PCI Bus 0000:00
000f0000-000fffff : System ROM
00100000-75bbffff : System RAM
75bc0000-75bfdfff : ACPI Non-volatile Storage
75bfe000-75cbffff : System RAM
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100000000-84d9bffff : System RAM
2ed600000-2eebfffff : Kernel code
2ee600000-2efl2bfff : Kernel rodata
2ef200000-2ef776fff : Kernel data
2£f0002000-2£f11fffff : Kernel bss

84d9c0000-84fffffff : Reserved

850000000-284fffffff : CXL Window O
850000000-284fffffff : hmem.O

850000000-284fffffff : Soft Reserved
850000000-284fffffff : dax0.0
850000000-284fffffff : System RAM (kmem)

3.4.5 RHEL9 Memory Zone

/proc/zoneinfo= proc It Al A &0 A zoneinfo = == Zone & SH HI0IHE O_ga ==
S

AUsSLICL 2 E90l= S50/ 0t B2 s 2D Yk FHole Ul =01 &

"pages_min", "pages_low" & "pages_high"2t= Al JH2l KIE{0tA It U220 CXL Memory
Expander =0t = oY RIE 0t It CXL Memory Nodelll & A& XE 2= 1A 0| & A} =X
SOl LI Ch.

[root@rhel93-cx1l ~]# cat /proc/zoneinfo | grep -Al0 "Node 1"

Node 1, zone Normal
per—-node stats

nr_inactive anon 0
nr active anon 0
nr inactive file 0
nr active file O
nr unevictable 0
nr slab reclaimable 0
nr slab unreclaimable 200
nr_ isolated anon 0
nr isolated file 0

pages free 33554232
boost 0
min 18156
low 51710
high 85264
spanned 33554432
present 33554432
managed 33554432
cma 0
protection: (0, 0, 0, 0, 0)
nr free pages 33554232
nr zone inactive anon 0
nr zone active anon 0
nr zone inactive file 0

RHEL 9 CXL EZJt01& Page 29/55
Installation and Configuration Guide




nr zone active file 0
nr zone unevictable 0
nr zone write pending 0
nr mlock

nr bounce

nr_zspages

nr free cma

numa_ hit

numa miss 0

numa foreign 0

numa interleave 0
numa_ local 0

numa_ other 0
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& RedHat
4.CXL s &&E Ji0l&

4.1 {jl 22| Tiering (Page Demotion) &=

A== HHAGHK 2= HI0IHE 22 HIZ22I0l MESHHEH Xt AtEot= H 22l
(o2l et 8Ss& &oiot LA8LICHOlHE ZHES CXLHEZ2IE 0183 PO4 Al A El
HdssS =AMt D WEE 4= ASLICH RHEL 0l Al Ml & 6= Memory Demotion J| s

Ol E5tH Xt ALESt= HI22E 22 HXZ2 210 BIXISHD Xt AFE06HK 2= HIEEIE

CXL HS0l BiXIotH 22 Al BiZ22/2t HI0IH Ot0l dl0l8 s & e = JAsLICH

ﬂHO"

B Accessed page Demotion list
B Not accessed page
[J Canary page P

(a) Demotion Q

(Scan interval)

(b) Promotion
(Sampling interval)

Fast memory Slow memory

( https://ieeexplore.ieee.org/document/10016720 )

4.1.1 Memory Tiering &

dax device system-ram type 72 & 2 <o cxl, dax,numa 2& IHI| X E 22 & & LICH
Jdeld dax Xl el AEE =02l 61 CXL Memory Expander & X| £ system-ram & 4] 2|

Normal Type2 2 QI Al &L C}.

[root@rhel93-cxl ~]# dnf install cxl-cli daxctl pciutils numactl

[root@rhel93-cx1l ~]# daxctl list

[root@rhel93-cxl ~]1# daxctl reconfigure-device --mode=system-ram --no-movable dax0.0
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& RedHat

NUMA Demotion(Z S) 7| = &4 3t 2, numa_balancing Memory Tiering 2= 2 & & & LICt. O]
SE0| 2435 ™ Local Memory S0l DtESH 20| JtolHE Al &0 =8l ClA3
HHOZ A X CXLMemory HS2 2 Page 0+0| 1¢fI01 &0l Jts & LICH

[root@rhel93-cxl ~]# echo 1 > /sys/kernel/mm/numa/demotion_enabled

[root@rhel93-cxl ~]# echo 2 > /proc/sys/kernel/numa balancing

- numa_balancing A& & 2|AE
0 :NUMA_BALANCING_DISABLED
1: NUMA_BALANCING_NORMAL
2 :NUMA_BALANCING_MEMORY_TIERING

4.1.2 Memory Tiering Stress 25

H=E=E=2 O

numa memory tiering &8 H S = <l off stress B X012 S0 AtZ & FASLICH
stress B X| 0t2] =& EPEL repository0il M MBS & E 2 EPELIHIIXIE H N CH2Z & = stress
2K E X0t 2 RELICH stress BIXI 02 = X = swap AHE 224 = ?Ioff Memory E

2E
70% =1 2ot =& LI

[root@rhel93-cx1l ~]# dnf install
https://dl.fedoraproject.org/pub/epel/epel-release-latest-9.noarch.rpm -y

[root@rhel93-cxl ~]# dnf install stress

[root@rhel93-cxl ~]# stress --vm 2 --vm-bytes 100G --vm-hang 1

0l 22l U2 3SHAl numa memory tiering S 0| & &/} =X 221 & LICH CXL Memory
Expander & X J} &=Jt = memory tiering 0| & & Al Total Memory AtE & 0| 2t 84% Al Swap
MemoryJt AFE 0| & LICH &t Xl 2F CXL Memory Expander & X| 2t &=J} & memory tieringO|
HSEE SFUANM=0tc 23 &2 =0 20l S50t 28l swap L2 AHE S X & 1 Cold
Tier Memory CXL Memory ExpanderZ pgpromote_success, pgdemote_kswapd,

pgmigrate_success 3% S0l s &8 235 &€ &= JUSLILCH

Node 0 Node 1 Total ~ CXL NUMA NODE 1

MemTotal 128115 128993 257108
MemFree 806 39917 40723
MemUsed 127309 89076 216385
Active 128 1 129
Inactive 117285 88264 205549

Active (anon) 2 0] 2
Inactive (anon) 117195 88080 205275
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Active (file)
Inactive (file)

shared buff/cache available
49 523 39852

—---Mem Use Rate---
84.50%

-—--Swap Use Rate---

pgpromote success 15812802
pgdemote_kswapd 16029301
pgdemote direct 0
pgmigrate success 31882371

pgmigrate fail 1

=> pgpromote_success:
Ol tS2 8438EHCZ HOIK Z22H0| ZMst 25 LIEFRHLICEH H O] X
ZI22E2 U222 HOINE O =2 =2 HAIU HZ2el 2 0lsAlII=
T2 MALLICLHOIKN ZZ2R2A2 =2 H =2 T2 HAIHA BEH HAHAE
= A= HOIKNE HAZ IFHAL= XS 20| &LICH

-

L5

-> pgdemote_kswapd:
HOIXICI2&E&2 0HI2el2 HOIXNE O E2 =Z2 HAILHELZ 0IlSAlIZI=
T2 MNAE LHEFESLICH Ol 82 kswapd(HE A& GOI2)Jt HIOIX CIE& =S =2l st
2 +=Z LIEFSLICH kswapd= HIZ2c2l 5 &2 0lA HOIXIE CI2&6tAHLE
AZO0IRGIH O E2 R HE22E &2 LI
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4.2 )& HA &2 (Zero-CPU Numa)

A2 2R E SF 0 A= VM (Instance) Ol 0l & 22 K222 I MEIA S &l
HIOtOI USLICLOIE 2=0tA A CXLHEZZ SS90 VM = €Yot 8= Resource Scale-up
Ol #E0tA 1= et 2H0| Jts&LICH Ofe= KVM 2 & 0l CXL Numa Memory € &Y 0dt=
O#IHIO'LI Ct.

Sk

=l L |

0 2z |4 | 6|8 1012|214 16|18
20 | 22| 24 | 26| 28 |30 | 32| 34 | 36 | 38 Interconnect
Zero CPU NUMA

T
40 42 | 44 | 46 | 48 | 50 || 52 | 54 | 56 | 58 |
i

60 62 G4 | 66 | 68 7O | T2 74 | 76 | T8

Local Access Remate
Memory Access via
Interconnect
Local Memory e ~ CXL Memory
enslf2 ensli3 ens2i2 ens2f3
NUMA Node 0 NUMA Node 1

4.2.1 KVM VM (Numatune J|E}) & 4

KVM Guest £ RHEL9.3 2 Install 2 6t &HIE & LICt. RHEL 9.3 gcow2 imageZ & =
VM2 Start & LICt (VM Local Memory 20GB)

[root@rhel93-host ~]# wvirsh start rhel93-vm

libvirt XML =& & ®Ioll & Xl & KVM Guest RHEL9.3 £ Shutdown & L|LCt.

[root@rhel93-host ~]# wvirsh shutdown rhel93-vm

4.2.2 Libvirt XML ==&

O

virsh edit £ 0| Z35t0] A8t Guest RHEL9.3 2| S8 HASLICE OFel Olldl= VM Ol &Y
=l Memory Nodeset = CXL Zero-cpu NUMA 1 &2 II’S;PE GILICE Ol 20l EZE Al VM E
Local CPU 2t Memory E A& CIE NUMA S S0lA &S 22 5= USLICH

[root@rhel93-host ~]# wvirsh edit rhel93-vm
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<numatune>
<memory mode='strict' nodeset='1l'/> « CXL NUMA Node 1

<memnode cellid='0' mode='strict' nodeset='1l'/> « CXL NUMA Node 1
</numatune>

4.2.3 KVM with CXL &3

Guest RHEL9.3 VM 2 Start ot HIZ2 2| Write 252 KIS ELICE Ot Gl M= D282 2
Mount & = KVM VM Guest L /dev/shm S <=0l & 2| GI0IE E AF=23H0 KVM Host 2 CXL
H 22 AHIE ZBEots 2 LICH

(VM W Inactive File Backed Cache 9GB HIAE &= TH HIAE)

[root@rhel93-vm ~]# dd if=/dev/zero of=/dev/shm/test.img bs=1M count=9000

219k 20 KVM VM Guest Lil /dev/shm 2101l GIOIEI S AIS
SOl A0S 20l & 4 USLICH

=/

(VM Ofl & & CXL memory 20GB LI 0l A test.img It 9GB & Kernel & L& 6H0 2F 11GB
A5 CXLNUMANODE 12| 22l E AtEot= ZE &

FAIEI &, KVM Host Ofl Al CXL

Oh

vM W AR HAE A ocxn wlRe] AE

[root@rhel93-host ~]# numastat -cm

MemTotal 128167 128953 257120
MemFree 117472 128281 245753
MemUsed 10695 672 11367
Active 81 0 82
Inactive 889
Active (anon) 2
Inactive (anon) 754

vM W AA HAE 3

Node 0 Node 1 Total —~ CXL NUMA NODE 1

MemTotal 128167 128953 257120
MemFree 117449 117826 235275
MemUsed 10718 11127 21845 < CXL numa node 1 A& Z7
Active 83 733 816
Inactive 841 9739 10579
Active (anon) 2 708 710
Inactive (anon) 750 9399 10149
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4.3 2HI0|H &= (Zero-CPU Numa)

JIZ VM Ul Application O] 21HI0IH &t&
EHQDE 3|—II—C OIALIEI. 25
2ot &= Scale-up 0] =

Numa Memory € & &ol=

|E —|—|OI'E

01IX1I°' LICH

Sz FHZN et 22 HiR2el
AHCXLOIZ22 S 9
ot elZet 240l s &

& RedHat

SHHZ 2ol = =0t
0l Container Application 2

LIC}. Ofel= Podman & & 0fl CXL

Container #1

20 | 22 | 24 | 26 || 28 | 30 | 32 || 34 | 36 | 38 Interconnect
N T
40 42 | 44 | 46 | 48 50 | 52 54 | 56 58 X
60 62 64 66 68 70 72 T4 | V6 78
i Access via

Remote
! Interconnect

Local Memory

ensilf2 ensif3 ens2f2 ens2f3
NUMA Node 0

4.3.1 CGroup Memory Node &0l

Podman 0l A
Node J}
ZELICH

stahet = = CGroup Memory NUMA =

{—
812 Al Container Process Ol I 22| HISIEH 0l & HotE 2

Zero CPU NUMA

» CXL Memary

NUMA Node 1

£ S0l & LICh. BHeF CXL Memory
Ofei 2t 20l && 0l

[root@rhel93-cx]l machine.slicel# cd /sys/fs/cgroup/cpuset/machine.slice/
[root@rhel93-cx]l machine.slicel# echo "0-1" > cpuset.mems

[root@rhel93-cx]l machine.slicel]# systemctl daemon-reload

4.3.2 Podman Container & &

NUMA #0 2| CPU 2t NUMA #1 CXL Memory £ At E0t=

Il
0z

>.
o9
c
a

Podman 2 HI0l 4

[root@rhel93-cxl machine.slice]# podman run -dt -p 8080:8080/tcp -e

HTTPD_VAR RUN=/run/httpd \

-e HTTPD_MAIN CONF_D_PATH=/etc/httpd/conf.d \
-e HTTPD_MAIN CONF_PATH=/etc/httpd/conf \

-e HTTPD_CONTAINER SCRIPTS PATH=/usr/share/container-scripts/httpd/ \
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--name httpd \
--cpuset-cpus=2,4 \

--cpuset-mems=1 \
registry.fedoraproject.org/£29/httpd /usr/bin/run-httpd
6e5c86b74262e6e2b70a34050081056bc2d32e4694688afbda55e4be3b5d06d8

ZHOIH 84 = ol CXLMemory S0l SR Z BlZ22lE AtEot=X| &I LICh

[root@rhel93-cx]l machine.slicel# podman ps

CONTAINER ID IMAGE COMMAND

CREATED STATUS PORTS NAMES

6e5c86b74262 registry.fedoraproject.org/f29/httpd:latest /usr/bin/run-http... 31
seconds ago Up 32 seconds 0.0.0.0:8080->8080/tcp httpd

[root@rhel93-cx1l /]# numastat -cm (7% O % CXL NUMA Node °| <7} %)
Node 0 Node 1 Total

MemTotal 128500 522240 650740
MemFree 74842 522154 596996
MemUsed 53658 86 53744
Active 3149 0 3149
Inactive 27605 27673
Active (anon) 22 22
Inactive (anon) 13117 13186
Active (file) 3127 3127
Inactive (file) 14487 14487
Unevictable 441 441
Mlocked 438 438
Dirty

Writeback

FilePages

Mapped

AnonPages

Shmem

KernelStack

PageTables

NFS Unstable

Bounce

WritebackTmp
Slab
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44 S22 )M 2 Z (Zero-CPU Numa Binding)

I8 22 CXL Memory
Ol = normal, movable

NUMA Binding J|== 0l E0t(H

20 | 22 | 24 | 26| 28 | 30| 32 | 34 | 36 | 38
40 42 44 46 48 50 || 52 54 56 58
B0 62 64 B6 | 68 TO T2 T4 | 76 | T8
Local Access

Memory

¥

Local Memory

= =

enslf3 ens2i2
NUMA Node 0

“I =@
enslfz

2=

ens2i3

= X6t &I ™ Zero CPU NUMA & Ef
4o HRel2M HE 0 20l Jh=5tH, Application 0l A 2 2 Al

2=2g &+ AsUth

Interconnect

Remote
Access via
Interconnect

4.4.1 Application Memory Binding

HE 0= NUMA == 00ll CPUE Ht¢2l
dHot== AESLICLOIENH ot 27

ArZ ot ELICH

[root@rhel93-cx]l ~]# numactl --cpunodebind=0 --membind=1

=Nel ]

9| Zone 0| 40| & LICH.

v AP Prucess #1

Zero CPU NUMA

= CXL Memory

NUMA Node 1

SEEN R

&0l NUMA NE=oled =E HE2E

./swapmem test 1s

4.4.2 Application Ol Xl 2SS A A

o
[==]

0l

= < 8t swapmem_test 2| Ol Kl 2 AT E

#include <stdlib.h>
#include <stdio.h>
#include <string.h>

// gcc -o swapmem test swapmem test.c

int main(int argc, char** argv) ({

int max = -1;
int mb = 0;
char* buffer;

if (argc > 1)
max = atoi(argv[1l]);
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while ((buffer=malloc(20480*10240)) '= NULL && mb '= max) {
memset (buffer, 0, 20480%*10240) ;
mb++;
printf ("Allocated %d MB\n", mb) ;

sleep (1) ;
}

return O;

}

4.4.3 Application with CXL 2 S

swapmem_test S =&i5tJ| & CXL Node 12| & Ef= OteH et 201 ALE 01 H2| SLICH

~ CXL NUMA NODE 1

MemTotal 31562 131072 162634
MemFree 16606 131071 147677
MemUsed 14956 563 14957
Active 120 120
Inactive 876 876
Active (anon)

Inactive (anon) 503 503
Active (file)

Inactive (file)

—-—--Mem Use Rate---
4.72%

-—--Swap Use Rate---
0.00%

swapmem_test 2 =3 = numactl membind & & 2 Sdli CXL Memory & = 0l Gl Ol & It
SotEl= A= &g = UASLICL ZZ2 08 Aleh M A S0 numactlS ALESH CXL
Numa Memory2| 22|E £&8ist 20, T2 ) A3 S0l= H22/2 Node 10| AFS S D
UASS e = ASLICLOIZ 0ol T2 Ad Sl= oY T2 A A I Node 19

Node 0 Node 1 Total « CXL NUMA NODE 1

MemTotal 31562 131072 162634
MemFree 16606 2194 22962
MemUsed 14956 128878 139672 « CXL numa node 1 A&
Active 120 0 120
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Inactive 876 128033 128909
Active (anon) 3 0 3
Inactive (anon) 503 128033 128536
Active (file)

Inactive (file)

—---Mem Use Rate---
54.64%

-—--Swap Use Rate---
49.7
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& RedHat

4.5 ) 22 H 0| | (Hugepage) & &
2o HE2HZ2EIHM CIARZ HOIKSE WeEtot AL 22l LHoIA El*ﬂE
IHAIGIH HZ22IEJIE SSECZ AIEotAd D AIESLICH Ol= He 2E &HHAM &
A SOHAICH CIOIEHHIOIA OHEZ2IAHOIE S &Edte R AECXNNMN UI S 2=
=02 0ol =2 iowait T = SEOIAl 2= MK 22 2HI LMole HAE = =
USLICH Ol= OHZ2IAH Ol E0| LIOIEH Ml Al ASHSH 2 Al=0ot=E s K22l HOIXIE
DHSEHU BHGHAD E M CAI SRS LI =) S0 SHSLICH

Oracle Processor |

0 | 2|4 6| 81012141618
20 22| 24 |26 28 |30 32| 34 |36 38 Interconnect
Zero CPU NUMA

T
40 42 44 | 46 | 48 50 52 54 56 | 5B |
i

60 62 G4 | 66 | 68 7O | T2 74 | 76 | T8

Local Access Remote
Memary Access via
Interconnect
Local Memory - = CXL Memory hugepage
1“@ 1"@ “n@ ““@
| =% = |I=_ | |!=_ |
enslf2 ensli3 ens2iz2 ens2i3
NUMA Node 0 NUMA Node 1

4.5.1 OracleDB Hugepage =S

JI2X 22 CXL Memory E & &6t H & ™ Zero CPU NUMA S Ef 2| Zone O 24 &[4, Oracle
DB O M E R Al Hugepagei HHGIH AIS & & USLICH Oracle ASMM2 SGA G Kt S22
H2c2 22 E 6tH PGAE NS iFX 2222 A0 LA normal & gt & & 0|
ZRELIC

[oracle@Rrhel93-cxl ~]$ dbca

oracle I © 2 M & = oracle db instanceE 2= &HLILCY.

ol

[root@rhel93-cx1 ~]# su - oracle

[oracle@rhel93-cxl ~]$ sqlplus / as sysdba
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SQL> startup;
ORACLE instance started.

Total System Global Area 8.1068E+10

Fixed Size 30393664
Variable Size 1.0201E+10
Database Buffers 7.0599E+10
Redo Buffers 238039040
Database mounted.

Database opened.

4.5.2 Kernel Hugepage & &

Oracle A M3&l= AQHEE 0126t0 =02l Al Ot 2 20l Hugepage & & 0ff CH &t
HEZ0l == ELICH 0] g8t2 0/ Z 0t RHEL9.3 2 & Hl A CXL Memory &< (NUMA #1) 0ff
Hugepage £ & &8 & &= USLILCH Oracle | M M E6t= hugepage A EE =30t HE
a2 2 4 U204, nr_hugepages 0l gt X & = UASLICH

[root@rhel93-cxl ~]# ./hugepages_settings.sh
This script is provided by Doc ID 401749.1 from My Oracle Support

* The shared memory segments can be listed by command:
# ipcs -m

Recommended setting: vm.nr hugepages = 38658

# CXL Memory Expander NODES! nodel®l| %} Hugepage % -&
[root@rhel93-cx1l ~]1# echo 38658 >
/sys/devices/system/node/nodel/hugepages/hugepages-2048kB/nr_hugepages

# CXL Memory Expander NODE%! nodel Hugepage %-& <l

[root@rhel93-cxl ~]# cat
/sys/devices/system/node/nodel/hugepages/hugepages-2048kB/nr_hugepages
38658

Hugepage & & = AtE A 8t2 X & & LICL. (group id 54322) 12l 1) /proc/meminfoS
£+013} 0] HugePages_Total, HugePages_Free gt 0| & & &t gt & & & 0| S A=K &I Ch.

[root@rhel93-cxl ~]# id oracle
uid=54321 (oracle) gid=54321(oinstall) groups=54321 (oinstall),b 54322 (dba), 54323 (oper)

[root@rhel93-cxl ~]# echo 54322 > /proc/sys/vm/hugetlb_shm group

[root@rhel93-cxl ~]# cat /proc/sys/vm/hugetlb shm group
54322

[root@rhel93-cxl ~]# grep Huge /proc/meminfo
AnonHugePages: 260096 kB
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ShmemHugePages:
FileHugePages:

HugePages Total:
HugePages Free:
HugePages Rsvd:
HugePages Surp:
Hugepagesize: 2048
Hugetlb: 79171584

4.5.3 OracleDB with CXL 2=

Oracle DB £ J| S = Hugepage AtE LICt. HugepageE Oracle DBO| & & Al
Oracle DB InstanceE M 7+ == ol OFXI 2 Hugepage & & gt 0| Oracle DBOl & & 0| & LIC}.

# dA4 274d%¥ oracle hugepage A7 37t &<l
[root@rhel93-cxl ~]# su - oracle
[oracle@rhel93-cx1l ~]$ sqlplus / as sysdba

SQL> show parameter use_ large_pages

use large pages

# oracle hugepage use large pages=only 7%
SQL> alter system set use_large pages=only scope=spfile;

System altered.

# oracle hugepage 225 9|3 oracle db instance shutdown % start J3J
SQL> shutdown immediate

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> startup;
ORACLE instance started.

Total System Global Area 8.1068E+10

Fixed Size 30393664

Variable Size 1.0201E+10

Database Buffers 7.0599E+10

Redo Buffers 238039040

Database mounted.

Database opened.

# oracle hugepage #-§ ¥ HugePages Free = ¢l 3l°] HugePage® 7N57} 2%l
gl

[root@rhel93-cxl ~]# grep Huge /proc/meminfo
AnonHugePages: 360448 kB

ShmemHugePages: 0 kB

FileHugePages: 0 kB

HugePages Total: 38658
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HugePages_Free: 123 — CXL 999 hugepage 47
HugePages Rsvd: 123

HugePages Surp: 0

Hugepagesize: 2048 kB

Hugetlb: 79171584 kB

# oracle startup script 4% % oracle DB T'%&
[oracle@rhel93-cxl ~]$ vim oracle_startup.sh
#1/bin/sh

lsnrctl start

~oracle/.bash profile
sglplus / as sysdba << _ END
startup
exit

[oracle@rhel93-cxl ~]$ chmod 755 oracle startup.sh

# oracle stop script A4
[oracle@rhel93-cxl ~]$ vim oracle_shutdown.sh
#!/bin/sh

lsnrctl stop

~oracle/.bash profile
sglplus / as sysdba << _ END
shutdown abort

exit

[oracle@rhel93-cxl ~]$ chmod 755 oracle_shutdown.sh

b A =

# oracle startup script® --membind 1 %4 S =2 CXL Memory Expander NODE 1°]| &
[oracle@rhel93-cxl ~]$ numactl --cpunodebind 0 --membind 1 ./oracle_startup.sh

Oracle db Process Hugepage AtE . CXL Memory Expander
NODE?Q! Node 12| AISE2| H3I2HH . : ot0d Oracle DBOIl CXL
Memory ExpanderE 0| & &t HugePag

Node 0 Node 1 Total

MemTotal 31562 131072 162634
MemFree 16606 131071 147677
MemUsed 14956 14957
Active 47 47
Inactive 652 652
Active (anon) 1 1
Inactive (anon) 512 512
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Active (file)
Inactive (file)

[root@rhel93-cxl ~]# cat /proc/meminfo |grep -i huge
ShmemHugePages: 0 kB

FileHugePages: 0 kB

HugePages Total: 38658

HugePages Free: 38658

HugePages Rsvd: 0

HugePages Surp: 0

Hugepagesize: 2048

Hugetlb: 79171584

Node 0 Node 1 Total

MemTotal 31562 131072 162634
MemFree 16606 51396 68002
MemUsed 14956 79676 94632
Active 49 130 179
Inactive 683 1444 2127
Active (anon) 2 1 2
Inactive (anon) 515 1239 1755
Active (file) 47 129 176
Inactive (file)

[root@rhel93-cxl ~]# cat /proc/meminfo |grep -i huge

ShmemHugePages: 0 kB

FileHugePages: 0 kB

HugePages Total: 38658

HugePages_Free: 124 - Oracle DB X ZA|~7} cxL 9o X ¥ hugepage A& &<l
HugePages Rsvd: 123

HugePages Surp: 0

Hugepagesize: 2048 kB

Hugetlb: 79171584 kB

# Oracle DB

X Z M| 227} CXL Memory Expander NODE®! Node 1 o9t A& H3U=A &L
numastat WEolZ &2 & F QFUT].

[root@rhel93-cxl ~]# numastat ‘pidof oracle’

Per-node process memory usage (in MBs)

335460 (ora_pmon_cdbl) . 3137.34 3141.42

336856 (ora qO003 cdbl) . 4933.88 4937.96

1117083.21 1118075.27
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46 BCIA3 &F

dUAT IElE0 MEe HE2 U2t ATL0 =I] 20l o= =202 0l Bl of
O = H HAAS = ASLICL L2 OO0IEHW NESH2 HANAGHHE 8Ss= =0/= O
S0l EUCh (ol &80 A3 HPEI/‘SI AESHH & AH CI0IEE M&Eot= &< oI It
HRelol E2522 H#E SE=2 HI0IEHW HAAE == JUSLICEH)

-/

Web/Was Processor

Zero CPU NUMA

20 | 22 24 | 26 | 28 | 30 || 32 | 34 | 36 | 38 Interconnect
T

40 42 44 46 48 50 52 54 56 58 :
I

60 62 G4 | 66 | 68 TO | T2 74 76 | T8

Local Access Remate
Memory Access via
/ Interconnect
Local Memory ---- = CXL Memaory RAMDISK
enslf2 enslf3 ens2f2 ens2i3
NUMA Node 0 NUMA Node 1

4.6.1 tmpfs type A &

> SE2 Z=Z 80| POSIX2 &8 % HLt Red Hat Enterprise Linux Al A& 0l M GLIBC(2.2
Ol&HE AIEote R et oz SR W 22l(shm_open, shm_unlink) il /dev/shm2
A ZELICT

= /dev/shmOilAl DI 2E &= LAl Y Al A8l (tmpfs) 2 LICt /etc/fstab. [t 2t M tmpfs ]
KNAL = "size"2t 22 H= SE2 MESHH /dev/shmOil A tmpfsC 2J1E sl AU
=2 = ASLIOGPISE2Z AIE Jtsst AlAE RAMS| EBHLICH

FEl r

Ja

daxctl 2 0| &3t0{ hotplug £ It & CXL Memory &2 &
numastat @ & 0 E 0/ 23t CXL Memory Expander NODEJt
= ASLICH

OI8HLICH 0421 M numactl,
Nodel1Z FIt ZI/AS S &0 &

[root@rhel93-cx1 ~]# numactl -H

available: 2 nodes (0-1)

node 0 cpus: 0 1 2 3456 789 13 14 15 16 17 18 19 20 21 22 23 24 25 26
27 28 29 30 31 32 33 34 35 36 37 41 42 43 44 45 46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63 64 65 69 70 71 72 73 74 75 76 77 78 79 80 81 82

83 84 85 86 87 88 89 90 91 92 93

node 0 size: 31562 MB

node 0 : 16609 MB

node 1 cpus: «— CXL NUMA NODE
1 131072 MB — CXL NUMA NODE
1 1: 7 ~ CXL NUMA NODE
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node distances:
node 0 1

0: 10 50

1: 255 10

## cxn W Eg] o] daxctl online-memory 3] Z 3} ZERO cpu numa node 17} AAHE
AR

[root@rhel93-cx1l ~]# numastat -cm
Node 0 Node 1 Total ~ CXL NUMA NODE 1

MemTotal 31562 131072 162634
MemFree 16609 131071 147680
MemUsed 14954 1 14954
Active 236 236
Inactive 10383 10383
Active (anon) 2 2

132

235
10251

Inactive (anon) 132
Active (file) 235
Inactive (file) 10251
Unevictable

Mlocked

Dirty

Writeback

FilePages

Mapped

AnonPages

Shmem

KernelStack

PageTables

NFS Unstable

Bounce

WritebackTmp

Slab

SReclaimable

SUnreclaim
AnonHugePages
ShmemHugePages
ShmemPmdMapped
HugePages Total
HugePages Free
HugePages Surp
KReclaimable

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
0
1
0
0
0
0
0
0
0

tmpfs E M A< [ mount mpol S48 = 0|6t CXL Memory E < (NU
Jel ] CXL Memory Expander2| Memory & 60GBE off & tmpfs0i|

# tmpfs A4
[root@rhel93-cx]l ~]# mkdir /mnt/tmpfs

[root@rhel93-cxl ~]# mount -t tmpfs -o size=60g,mpol=bind:1 tmpfs /mnt/tmpfs
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A = tmpfs 2 mount & 0t AFOIZ2E =01 LIC.

# CXL memory (NUMA #1) mount A %
[root@rheld93-cx]l ~]# df -h /mnt/tmpfs
Filesystem Size Used Avail Use% Mounted on
tmpfs 60G 0 e 0% /mnt/tmpfs

[root@rhel93-cx1l ~]# mount | grep /mnt/tmpfs
tmpfs on /mnt/tmpfs type tmpfs
(rw, relatime, seclabel, size=62914560k, inode64,mpol=bind:1)

4.6.2 tmpfs with CXL &2 =

Kernel 2| Cache S= 25 7|38t = tmpfs < (/mnt/tmpfs) 0l HIOIEIE JISot= 25
Al ZHELICH

# Memory H|=E 2 A wng Ab
[root@rhel93-cx1l ~1# free -m

total used free shared buff/cache available
Mem: 162634 5149 147680 44 10754 157484
Swap: 15975 0 15975

# Memory HIZE W AR Al & %7]|s}
[root@rhel93-cxl ~]# echo 3 > /proc/sys/vm/drop_caches
- echo 3% A|~H W E2] pagecache, dentries, inodes ¥

# CXL memory NUMA NODE 1 ¥ o= s

[root@rhel93-cx]l ~]# numactl --cpunodebind=0 --membind=1 dd if=/dev/zero
of=/mnt/tmpfs/test.img bs=1M count=50000

50000+0 records in

50000+0 records out

52428800000 bytes (52 GB, 49 GiB) copied, 17.08 s, 3.1 GB/s

t. CXL Memory = normal

# dd 58 2 AA oA ALeF 4

[root@rhel93-cxl ~]# watch -d -nl "sed -n -e '/Normal/,/numa other/ p'
/proc/zoneinfo |grep -E 'Normal|pages free|low|min|high'"

Node 0, zone Normal

pages free 3669091
min 4054
low 11547
high 19040
zone Normal
free 33554232 ‘l| = CXL numa nodel memory free size ol )
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min 18156
low 51710
high 85264

# dd #9 F dolx AgF Az

[root@rhel93-cxl ~]# sed -n -e "/Normal/,/numa other/ p" /proc/zoneinfo |grep -E

'Normal |pages free|low|min|high'
Node 0, zone Normal
pages free 3669091
min 4054
low 11547
high 19040
zone Normal
free 20725009 -~
min 18156
low 51710

( CXL numa node 1 memory A%

= tmpfs S U IS E OOIEE MIH5HK nr_free page Jt
Ct.

J
[
I
1>
$0
o
O

# tmpfs 27|38 (1) : HF A AT test.img 2

[root@rhel93-cxl ~1# rm -f /mnt/tmpfs/test.img
# tmpfs x7]3} 43 (2) : A5 Al AA 3 cache Memory *7]3

%713+& 13 drop_cache 7
[root@rhel93-cxl ~]# echo 3 > /proc/sys/vm/drop_caches

# tmpfs %713} $3(3) : AS5 Al A I Memory Data® ¢35 A% ¥ pages free #to]l H
HA=A gl

[root@rhel93-cxl ~]# sed -n -e "/Normal/,/numa other/ p" /proc/zoneinfo |grep -E
'Normal |pages free|low|min|high'

Node 0, zone Normal
pages free 3669091
min 4054
low 11547
high 19040
zone Normal
free

33554049 — ( CXL numa node 1 memory &7 &2 )
min 18156

low 51710

high
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4.6.3 ramfs type 244

= A= HIR22(RAM)S 282 &S5 t”EQ_I DHEIE 2 At E = ASLICL
(UIOIEIES M&EGH)| Kol CIAT WEIHO2 AIZ2E = HI22l)

> ramfse= S8 2z S22 &Y 5t2 2 ramfsOll H|O|E1§ M= g2 AAE A
MNEItsstHRel 212 EHIK 2 E= H0FStMH, ramfs= swap2 AHE GHA
&S LICH

daxctl 2 0| &350 hotplug 2 It & CXL Memory &2 &H01 & LICH O 91 A numactl,
numastat EZ HE 0| E3t0 CXL Memory Expander NODEJI Node 12 It EIRUSS &0l &
= USLICH

# CXL Memory numa <!
[root@rhel93-cx1 ~]# numactl -H
available: 2 nodes (0-1)
node 0 cpus: 0 1 2 3456 7 89 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
27 28 29 30 31 32 33 34 35 36 37 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
55 56 57 58 59 60 61 62 63 64 65 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82
83 84 85 86 87 88 89 90 91 92 93 95
node 0 size: 31562 MB
node 0 free: 16609 MB
node 1 cpus:
1 size: 131072 MB
1 free: 131071 MB
node distances:
node 0 1
0: 10 50
1: 255 10

node
node

# CXL UJ¥}o]X daxctl online-memory -3 Z ¥} ZERO cpu numa node 17}

HE HAIXIE

Il
o
e

st
=

4

U= dmesgE ALE6H0f RAMDISK S2t0IHH x|t E &0l &H LI L.

# 20)23 =2olu] module A9 7bsolR 43
[root@rhel93-cxl ~]# dmesg | grep RAMDISK
[ 0.010821] RAMDISK: [mem 0x52959000-0x56244fff]

HE B2 240t= modprobe %"E’i‘% AME5HH &ClA3 S2l0lH 2
JdelD @3 ME0| 22 Al brd.conf I} 2 /etc/modprobe.d/ 0ff 244 G}
SHNEHEO ZH EFEL EL

reboot

—

# )23 =y wE 2=
1) Y23 606GB =told AN - 134
[root@rhel93-cxl ~]# modprobe brd rd size=62914560

2) W23 o =oholn Ay - g7 47
[root@rhel93-cxl ~]# cat /etc/modprobe.d/brd.conf
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options brd rd numa node=1 rd size=62914560

[e2nre]

5 A4 prd Fel §4 Tl

BHUAI 2SS HEN T LS = = /dev ot R0l ramx2t 22 EXIS2 FIHE &elotl)
fdisk @80 SS 0lEot i Y LA S0 ¥t SHL ZF E4F HU=X

2018t LICH.

# Ht==a Hulolx
[root@rhel93-cxl ~ /dev/ram*
brw-rw----. root di 0 Oct 26 11:03 /dev/ram0
1 Oct 26 11:03 /dev/raml
10 Oct 26 11:03 /dev/ramlO
11 Oct 26 11:03 /dev/ramll
12 Oct 26 11:03 /dev/raml2
13 Oct 26 11:03 /dev/raml3
14 Oct 26 11:03 /dev/ramld
15 Oct 26 11:03 /dev/raml5
2 Oct 26 11:03 /dev/ram2
Oct 26 11:03 /dev/ram3
Oct 26 11:03 /dev/ram4
Oct 26 11:03 /dev/ramb
Oct 26 11:03 /dev/ramb6
Oct 26 11:03 /dev/ram7
Oct 26 11:03 /dev/ram8
Oct 26 11:03 /dev/ram9

brw-rw—----. root

~

brw-rw—----. root

~

brw-rw----. root

~

brw-rw—-—---. root

~

brw-rw—----. root

~

brw-rw----. root

~

brw-rw—----. root

~

brw-rw—----. root

~

brw-rw----. root

~

brw-rw-—---. root

~

brw-rw—----. root

~

brw-rw----. root

~

brw-rw—----. root

~

[ = T T T = T T T S S S SOy S Y
N

~

1
1
1
1
1
1
1
1
brw-rw----. 1 root
1
1
1
1
1
1
1

brw-rw—----. root

( default® U]~ 167 A 8A brd Mol rd nr=x FAHoE FAri=g NF AA )
# Frj=d Hulol~ &% g9l

[root@rhel93-cx]l ~1# £fdisk -1 /dev/ram0 | grep Disk
Disk /dev/ram0O: 60 GiB, 64424509440 bytes, 125829120 sectors

4.6.4 ramfs with CXL 23

-> RAMDISKs Memory & & ( dd with oflag=direct option)

daxctl 2 0/ &3t hotplug 2 F=Jt & CXL Memory &= & QI8 LICH O 1 A numactl,
numastat @& 0 = 0| 25t CXL Memory Expander NODEJ} Node 12 Il & /AS S &0l
= ASLICH

w

# Memory H|=E 7 &4 HEg
[root@rhel93-cx1l ~1# free -m

total free shared buff/cache available
Mem: 162634 147677 44 10754 157482
Swap: 15975 15975
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[root@rhel93-cx1l ~]# numastat -cm

Node 0 Node 1 Total —~ CXL NUMA NODE 1

MemTotal 31562 131072 162634
MemFree 16609 131071 147680
MemUsed 14954 14954
Active 236 236
Inactive 10383 10383
Active (anon) 2 2

132

235
10251

=

Inactive (anon) 132
Active (file) 235
Inactive (file) 10251
Unevictable

Mlocked

Dirty

Writeback

FilePages

Mapped

AnonPages

Shmem

KernelStack

PageTables

NFS Unstable

Bounce

WritebackTmp

Slab

SReclaimable

SUnreclaim
AnonHugePages
ShmemHugePages
ShmemPmdMapped
HugePages Total
HugePages Free
HugePages Surp
KReclaimable

O O O O O O O OF OO OO0 O0OO0OOoOOoOOoOoOoOoOOoOOoOo oo o

Kernel 2| Cache 2 25 =J|3} 8t & ramfs &< (/dev/ram0) Ul HIOIEHE J|=Sot= 22

A ZHELICH Ol M Ol tmpfs 23 Al 2= CHE )l oflag=directE ==& 5t 0 Memory Cache DataS
AMZotA 2D H2el0 CIOIE S JI=6HH =8 & LICH

# Memory H|~E X A AAlE e %7]3)
[root@rhel93-cxl ~]# echo 3 > /proc/sys/vm/drop_caches
- echo 3% A|~H] W X2 pagecache, dentries, inodes ¥ drop

# CXL memory NUMA NODE 1 o= 3 AA 43

[root@rhel93-cxl ~]# numactl --membind=1 dd if=/dev/zero of=/dev/ram0 bs=1M
count=50000 oflag=direct

50000+0 records in

50000+0 records out

52428800000 bytes (52 GB, 49 GiB) copied, 14.7771 s, 3.5 GB/s
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& RedHat

ramfs & A | &€l £ /proc/zoneinfo O| 26t t. CXL Memory = normal
type 22 M free page It 24 L= A= &0

# dd 73 A @A AelA AR A
[root@rhel93-cxl ~]# watch -d -nl "sed -n -e '/Normal/,/numa other/ p'
/proc/zoneinfo |grep -E 'Normal |pages free|low|min|high'"
Node 0, zone Normal
pages free 3669091
min 4054
low 11547
high 19040
zone Normal
free 33554232 — ( ¥Z% CXL numa node 1 memory free size g2l )
min 18156
low 51710
high 85264

# ad =3 F oA AL At
[root@rhel93-cxl ~]# sed -n -e "/Normal/,/numa other/ p" /proc/zoneinfo |grep -E
'Normal |pages free|low|min|high'
Node 0, zone Normal
pages free 3669091
min 4054
low 11547
high 19040
zone Normal
free 20725009 — ( CXL numa node 1 memory A% 2ol )
min 18156
low 51710
high

= ramfs S0 IS E HIOIEE HIHSGHK nr_free page Jt
Ct.

# ramfs %73} (1) : AF A AT brd
[root@rhel93-cxl ~]# modprobe -r brd

# ramfs 27|38} Fd(2) : HAF A B3 cache Memory %7135 9% drop_cache +3
[root@rhel93-cxl ~]# echo 3 > /proc/sys/vm/drop_caches

# ramfs 273} F(3) : AF A WA Memory = ¢35 A% H pages free H o F 3ol
[root@rhel93-cxl ~]# sed -n -e "/Normal/,/numa other/ p" /proc/zoneinfo |grep -E
'Normal |pages free|low|min|high'
[root@rhel93-cxl ~]# sed -n -e "/Normal/,/numa other/ p" /proc/zoneinfo |grep -E
'Normal |pages free|low|min|high'
Node 0, zone Normal
pages free 3669091

min 4054

low 11547

high 19040
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Node 2,
pages free

zone

min
low
high

[root@rhel93-cx
t
Mem: 1

Swap:

[root@rhel93-cxl ~]# numastat -cm ( MemFree® %°| oflag=direct

MemTotal
MemFree
MemUsed

Active
Inactive
Active (anon)
Inactive (anon)
Active (file)
Inactive (file)
Unevictable
Mlocked

Dirty
Writeback
FilePages
Mapped
AnonPages
Shmem
KernelStack
PageTables

NFS Unstable
Bounce
WritebackTmp
Slab
SReclaimable
SUnreclaim
AnonHugePages
ShmemHugePages
ShmemPmdMapped
HugePages Total
HugePages Free
HugePages Surp
KReclaimable

RHEL 9 CXL &t

Normal
33554049 —
18156
51710
85264

( CXL numa node 1 memory

1 ~1# free
otal
62634
15975

-m ( dd test 50G Memory W3t <& )
shared buff/cache
44 10754

available
157482

free
147677
15975

used
5152
0

Q.
=]

Aol s

Node 0 Node 1 Total ~ CXL NUMA NODE 1
31562 131072
16607 131071
14956
236
10384
2

133
235
10251

162634
147678
14956
236
10384
2

133
235
10251
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5. Revision History

& RedHat

Revision # Date

Summary of changes

Author

1.0 Jan, 2024

4 E 3 AMD, INTEL CPU &34 CXL 4
- HAESZOEHANH HE
- Intel (CPU: 2Socket = 1Socket,
Local Mem :128GB = 32GB, CXL
Expander:4EA —» 1EA)
AMD ( Local Mem :128GB = 32GB,
CXL Expander:4EA — 1EA)

Red Hat

1.0 Jan, 2024

BE 4CXLOS ZE OIS
- HIAE 03I Intel/AMD S 4
TES AGI0IE

Red Hat

1.0 Jan, 2024

HE 2 AIAE HO0IE
- et =+EF
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