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Highlights

Deploy workload-specific data 
node configurations for your 
most demanding applications.

Scale Red Hat OpenShift 
apps with workload-optimized 
data nodes for edge, capacity, 
or performance-intensive 
workloads.

Separate compute and 
storage for flexibility, scal-
ability, and sharing using Red 
Hat OpenShift Data Foundation 
external mode.

Rely on innovative and proven 
Intel Xeon Scalable processors 
and Intel Optane Solid State 
Drives (SSDs) for optimized 
storage performance.

Workload-specific data services infrastructure

Organizations need data services that are optimized for specific workloads, particularly as digital 
transformation efforts escalate and new cloud-based development and deployment methodologies 
take hold. With the rapid increase in data volumes and increasingly complex data pipelines,  
monolithic cloud storage is often inadequate. Edge applications, analytics workloads, and databases 
all have distinct requirements for access, capacity, and performance. Few organizations have time  
to evaluate and test various combinations of hardware and software to determine their suitability  
for diverse workloads.

To address these challenges, Red Hat and Intel are testing persistent software-defined storage 
solutions in cloud-native Kubernetes environments. Together, the companies focus on workload-
optimized data services solutions based on sophisticated software-defined storage and innovative 
hardware technologies. This collaboration has resulted in tested data node configurations for  
Red Hat® OpenShift® targeted at edge, capacity, and performance workloads.

Red Hat OpenShift and Red Hat OpenShift Data Foundation, combined with recommended Intel® 
technology-based data node configurations, offer distinct advantages that include:

•	 Scalable data services for Red Hat OpenShift applications.

•	Tested configurations that are fast and easy to deploy.

•	 A vastly simplified evaluation process for data services infrastructure.

•	 Configurations optimized for edge, capacity, and performance workloads. 

Data node configurations for Red Hat OpenShift

As long-term partners, Red Hat and Intel have co-developed and tested workload-optimized data 
node configurations for OpenShift Data Foundation (Figure 1). Based on Intel® Xeon® Scalable 
processors, Intel® Optane™ technology, and Intel® Ethernet technology, the range of configuration 
choices lets you quickly and easily procure and deploy the appropriate data nodes for specific work-
loads—from edge computing to high capacity for data analytics to high performance for latency- 
sensitive database applications.

Figure 1. Predefined data node configurations eliminate guesswork and speed deployment.
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Red Hat OpenShift Data Foundation

Red Hat OpenShift Data Foundation is persistent software-defined storage integrated with and 
optimized for Red Hat OpenShift Container Platform. Based on petabyte-scale Ceph® technology, it 
runs anywhere that Red Hat OpenShift does—on-premise or in cloud environments. OpenShift Data 
Foundation lets you provision and deprovision dynamic, stateful, and highly available container-native 
storage on demand, as an integral part of the OpenShift administrator console. 

As container-based application demands escalate, organizations are realizing the benefits of scaling 
compute and storage independently. OpenShift Data Foundation external mode supports this logical 
separation, allowing one or more Red Hat OpenShift Container Platform clusters to access an  
independently optimized and managed OpenShift Data Foundation storage cluster (Figure 2). 
Together with traditional internal-mode storage, solution architects now have multiple deployment 
options to address their specific workload needs while preserving a common, consistent storage  
services interface. 

OpenShift Data Foundation external mode storage clusters are massively scalable, support mixed 
media types, and expand tuning options for diverse workloads. Decoupled storage clusters can be 
scaled as needed. Multiple Red Hat OpenShift clusters can consume storage from an external cluster, 
easing data sharing between Red Hat OpenShift clusters and applications. This flexibility also allows 
individual data nodes to be customized and optimized for specific workloads using the most appropri-
ate Intel technology.

Figure 2. Red Hat OpenShift Data Foundation external mode allows an optimized external cluster to provide file, 
block, or object storage to a Red Hat OpenShift cluster.

CSI driver
(block)

CSI driver
(file)

Pod Pod Pod

RWO RWX

External
mode 

Block
storage 

File
storage 

Object
storage 

http://redhat.com


3redhat.com Overview Data node configurations for Red Hat OpenShift

Intel Xeon Scalable processors

Intel Xeon Scalable processors benefit from decades of innovation in support of our customers’ 
most demanding workloads. With a balanced architecture, these processors are optimized for many 
workload types and performance levels including cloud, enterprise, high-performance computing 
(HPC), network, security, and Internet of Things (IoT). With 8-40 powerful cores and a wide range 
of frequency, feature, and power levels, Intel Xeon Gold processors are ideal for OpenShift Data 
Foundation data nodes.

Intel SSD Data Center family

Intel Solid State Drive (SSD) technology is critical for optimizing OpenShift Data Foundation perfor-
mance for different workloads. Optimized for performance, reliability, and endurance, the Intel SSD 
Data Center (DC) family helps eliminate performance bottlenecks with enterprise storage solutions 
like OpenShift Data Foundation. In data node configurations for OpenShift Data Foundation, Intel 
SSD DC series are used for both scalable storage capacity and performance acceleration.

•	 Intel SSD DC Series are used as the data node storage media. These drives provide affordable 
capacity and are an ideal hard disk drive (HDD) replacement. They help reduce storage operat-
ing costs, accelerate read-intensive workloads, and provide power-efficient performance. Based 
on 64-layer Intel 3D NAND TLC, these SSDs help organizations meet demanding service-level 
requirements while increasing server efficiency.

•	 Intel Optane SSD DC Series are used to house the Ceph metadata cache for most data node 
configurations. This approach takes the write pressure off of the Ceph storage media, creating a 
solution that is optimized for both I/O operations per second (IOPS) and total cost. Featuring a 
memory-like capability inside an SSD form factor, Intel Optane SSDs are fundamentally differ-
ent from other SSDs. This design gives them lower latency, higher IOPS performance, and greater 
endurance. For example, Intel Optane SSDs support up to 20x more drive writes per day (DWPD) 
than other SSDs.1 

The right data node configuration for your workload

Unlike many cloud storage solutions, OpenShift Data Foundation supports file, block, and object 
storage access methods in a single solution, allowing it to support a wide range of Red Hat OpenShift 
applications. For certain workloads, storage performance can be optimized by placing the Ceph 
metadata cache on high-speed media (for example, Optane). The sections that follow describe spe-
cific data node configurations for OpenShift Data Foundation. Red Hat and its partners offer both 
base and plus configurations for each data node category, allowing for precise sizing and scalability. 

Data nodes optimized for edge infrastructure

The large volume of data being generated and collected at the edge—or distributed to the edge—is 
growing extremely rapidly.2 Edge applications are wide-ranging and include software-defined net-
working (SDN) and network functions virtualization, media streaming, security and surveillance, ana-
lytics storage tiering, automated data pipelines, clinical applications in healthcare settings, customer 

	 1	 Intel® Product Performance: Optane™ SSD DC P4800X Series - Performance Index

	 2	 IDC estimates that spending on edge computing will reach $250 Billion in 2024. Source: IDC. “Worldwide Spending on 
Edge Computing Will Reach $250 Billion in 2024, According to a New IDC Spending Guide,” Sept 2020.

http://redhat.com
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https://www.idc.com/getdoc.jsp?containerId=prUS46878020
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engagement in smart retail, insurance claim generation, and defect detection and quality control in 
manufacturing settings. These applications have varying requirements, but they all need agile infra-
structure that provides cost-effective storage.

Edge servers require smaller footprints and lower power consumption, but still need to process 
demanding streaming, analytics, and database workloads with low latency and high throughput. Table 
1 describes data node configurations for edge infrastructure using Intel Xeon Scalable processors, 
SSDs, and networking components.

Edge base configuration. This data node configuration allows for lower power consumption and bal-
anced processing for environments where there is less demand for throughput.

Edge plus configuration. This data node configuration includes dual processors for heavier edge com-
puting requirements and adds an Intel Optane SSD DC P4800X as a Ceph metadata cache for higher 
throughput demands.

Table 1. Data node configurations optimized for edge computing

Base configuration (10TB) Plus configuration (20TB)

Platform Single 2U node

CPU 1x Intel Xeon Gold 5218R 
processor (16 cores)

2x Intel Xeon Gold 5218R 
processor (16 cores)

Memory 96GB 192GB

Data network 2x Intel Ethernet Network Adapter X710-T2L (10GbE)

Management network 1x Intel Ethernet Connection X710-DA2 (10GbE)

Metadata cache None 1x Intel Optane SSD DC P4800X 
(375GB)

Storage media 6x Intel SSD DC-S4510 (1.92TB, 
2.5-inch SATA, TLC)

6x Intel SSD DC-S4510 (3.84TB, 
2.5-inch SATA, TLC)

Data nodes optimized for capacity

Cost-effective, high-capacity storage is essential for big data and analytics workloads. Data lakes act 
as a centralized repository for both structured and unstructured data, letting you run different types 
of analytics workloads on demand. High-capacity multipetabyte storage lets organizations use big 
data processing, real-time analytics, and machine learning to guide better decisions. Fraud detec-
tion, business intelligence, and reporting for Presto and PostgreSQL are other application areas that 
require sifting through massive amounts of information for recognizable patterns.

Capacity-oriented servers need to meet the demands of big data and analytics workloads. Beyond 
simple storage capacity, servers must be sized to actually process tens of terabytes of storage. Table 
2 describes data node configurations optimized for capacity.

•	 Capacity base configuration. This capacity-optimized data node allows for 30TB of data 
storage along with the networking and processing capability to handle data sets of that size.

http://redhat.com
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•	 Capacity plus configuration. This data node expands storage to 60TB, doubles the number of 
processors, doubles the amount of system memory, and provides a Ceph metadata cache built 
from two Intel Optane SSDs.

Table 2. Capacity-optimized data node configurations

Base configuration (30TB) Plus configuration (60TB)

Platform Single 2U node

CPU 1x Intel Xeon Gold 6242R 
processor (20 cores)

2x Intel Xeon Gold 6242R 
processor (20 cores)

Memory 96GB 192GB

Data network 2x Intel Ethernet Network Adapter XX710-DA2 (25 GbE)

Management network 1x Intel Ethernet Connection X710-DA2 (10GbE)

Metadata cache 1x Intel Optane SSD DC P4800 
(750GB)

2x Intel Optane SSD DC 
P4800X (750GB)

Storage media 8x Intel SSD DC-S4510 
(3.84TB, 2.5-inch SATA, TLC)

16x Intel SSD DC-S4510 
(3.84TB, 2.5-inch SATA, TLC) 
or 8x Intel SSD DC-S4510  
(7.68TB, 2.5-inch SATA, TLC)

Data nodes optimized for I/O performance

Applications like streaming analytics, massively parallel data ingest, and cloud-native application 
development require high-performance data storage in addition to capacity. Database applications 
like PostgreSQL and Trilio need low-latency data storage in order to provide reliable application per-
formance. These performance and latency-sensitive applications demand data node configurations 
with fast networking and metadata acceleration from Intel Optane SSD DC Series.

Table 3 depicts data node configurations optimized for performance. 

•	 Performance base configuration. This data node configuration features two 20-core Intel Xeon 
Gold 6242R processors, 384GB of memory, and two Intel Optane SSD SD P4800X for the Ceph 
metadata cache.

•	 Performance plus configuration. This data node configuration expands those capabilities to 
deliver more optimized performance with more processor cores, more memory, higher bandwidth 
networking, and additional high-performance storage capacity.

http://redhat.com
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Table 3. I/O performance-optimized data node configurations

Base configuration (15TB) Plus configuration (30TB)

Platform Single 2U node

CPU 2x Intel Xeon Gold 6242R 
processor (20 cores)

2x Intel Xeon Gold 6242R 
processor (24 cores)

Memory 192GB 384GB

Data network 2x Intel Ethernet Network Adapter E810-CQDA2 (50GbE)

Management network 1x Intel Ethernet Connection X710-DA2 (10GbE)

Metadata cache 2x Intel Optane SSD DC 
P4800X (750GB)

2x Intel Optane SSD DC 
P4800X (1.5TB)

Storage media 8x Intel SSD DC-P4610 (1.92TB, 
2.5-inch U.2 NVMe, TLC)

8x Intel SSD DC-P4610 (3.84TB, 
2.5-inch U.2 NVMe, TLC)

Conclusion

Together, Red Hat and Intel are developing combined software and hardware solutions that target 
the growing need for container data services in artificial intelligence and machine learning (AI/ML), 
analytics, databases, and edge computing workloads. The unique combination of Red Hat OpenShift 
Data Foundation external mode and optimized data node configurations from Intel dramatically sim-
plifies the procurement and deployment life cycle for software-defined data storage infrastructure. 
With configurations that are tested and verified for capacity and bandwidth, organizations can focus 
on their applications, scaling as needed to meet application demand.

To get started with workload-optimized data node configurations for Red Hat 
OpenShift Data Foundation, take these specifications to your hardware vendor  
of choice.
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